Baku Mathematical Journal
2026, Vol. 5, No X, PP. XX-XX
https://doi.org/10.32010/j.bmj.2026.08

INVERSE PROBLEM OF DETERMINING INITIAL
CONDITIONS IN A MIXED PROBLEM FOR A
TWO-DIMENSIONAL HYPERBOLIC EQUATION

Y. T. MEHRALIYEV, E.I. AZIZBAYOV*
Received: 03.11.2025 / Revised: 25.12.2025 / Accepted: 16.01.2026

Abstract. The article deals with the determination of initial conditions in a mized prob-
lem for a two-dimensional hyperbolic equation. First, the uniqueness of the solution to the
corresponding initial-boundary value problem is established. Then, by imposing certain re-
strictions on the given data, the existence of a solution to this problem is demonstrated.
Furthermore, existence and uniqueness theorems are proved for the associated inverse prob-
lem of determining the initial conditions.
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1. Introduction

Inverse boundary value problems constitute one of the most important classes of problems
in mathematics and applied sciences. The primary objective of such problems is to deter-
mine unknown coefficients and/or the right-hand side of partial differential equations using
additional measurement data. These problems typically arise when the characteristics of an
object of interest cannot be observed directly. For example, they include the reconstruction
of field source properties from their measured values at certain points, or the recovery and
interpretation of an original signal based on a known output signal. Moreover, inverse prob-
lems occur in a wide range of fields, including medical imaging, geophysics, non-destructive
testing, acoustics, oil and gas exploration, and electromagnetic or X-ray tomography, etc.
In addition, the inverse boundary value problem may also involve reconstructing the
initial conditions from boundary observations over time or reconstructing the original terms
in the equation. In this article we will consider the inverse problem of determining the initial
conditions in a mixed problem for a two-dimensional hyperbolic equation. It should be noted
that inverse problems for hyperbolic equations are of crucial importance in various fields,
providing insight into systems in which wave propagation plays a key role. The fundamentals
of the theory and practice of studying inverse problems were established and developed in
the fundamental works of A.N. Tikhonov [25], M.M. Lavrentiev et al. [15], V.K. Ivanov et
al. [12], A.I. Prilepko et al. [20], and others. However, sufficiently complete bibliographies
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4 Inverse problem of determining initial conditions in a mixed problem

of recent works related to the study of inverse problems for partial differential equations
are reflected in many monographs and articles (e.g., [2]-[4], [6], [10], [11], [13], [14], [16]-[19],
21], [22], [24], [26], [27]).

We provide a brief overview of related works on inverse boundary value problems for time-
fractional parabolic equations. In the monograph by Yuldashev [27], the unique generalized
solvability of multidimensional mixed problems for higher-order nonlinear partial differen-
tial equations was investigated. In this work, a new method was developed for analyzing the
unique solvability of mixed problems for differential equations that contain elementary op-
erators of higher-order mathematical physics on the left-hand side and a nonlinear function
on the right-hand side. In the paper by Eskin [6], inverse problems for second-order hy-
perbolic equations of general form with time-dependent coefficients were investigated, and
the time-dependent Lorentzian metric was determined from boundary measurements. The
article [19] investigates an inverse boundary value problem for a two-dimensional hyperbolic
equation with overdetermination conditions and establishes existence and uniqueness theo-
rems for the classical solution by applying the contraction mapping principle. In the work of
Sabitov and Zaynullov [23], inverse problems aimed at determining the initial conditions for
the string and telegraph equations were studied. The authors established criteria for unique-
ness and provided estimates ensuring the separation of small denominators from zero with
the corresponding asymptotic behavior, which made it possible to justify the convergence
within the class of regular solutions of these equations. Denisov [5] proposed an iterative
method for solving the inverse coefficient problem for a hyperbolic equation by reducing it
to a nonlinear operator equation with respect to the unknown coefficient and proved the
uniform convergence of the iterations to the solution of the inverse problem.

The numerical aspects of inverse problems for hyperbolic equations under various bound-
ary conditions have been extensively investigated in [1], [7]-[9] and the references therein.

The paper is organized as follows. Section 1 establishes the relevance of the study, for-
mulates its main objectives, and provides a comprehensive review of the related literature
with detailed comparisons to previous works. In Section 2, the mathematical formulation
of the problem under consideration is presented, and the definition of a classical solution is
introduced. Section 3 states and proves a theorem on the uniqueness of the solution to the
initial-boundary value problem. The existence of a classical solution is analyzed in Section
4. Section 5 is devoted to determining the initial conditions for the inverse boundary value
problem, and Section 6 summarizes the key findings of the study.

2. Mathematical Formulation of the Problem

Let Dr = me x {0 <t < T} be the closed bounded region in space, where @, defined
by the inequalities 0 < x < 1, 0 < y < 1, and let f(z,y,t),p(z,y),¥(x,y) be sufficiently
smooth functions of z,y € [0,1] and ¢ € [0,T]. We first consider an initial boundary value
problem to find a function w(z,y,t) satisfying the following equation

utt(x7y7t) - Au('rmy)t) = f(a:,y,t) (Z‘,y,t) € DT7 (1)
with the initial conditions
u(z,y,0) = p(x,y), u(z,y,0) =¢(z,y) (0<z<1, 0<y<1), (2)

and boundary conditions
ug (0,y,t) =u(l,y,t) =0 (0<y <1, 0<t<T), (3)
u(z,0,t) =uy(z,1,t) =0 (0<z<1, 0<¢t<T), (4)

_ 0 9%
where A = 5 + 57
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Definition 1. By a classical solution to problem (1)—(4) we mean a function u(x,y,t) €
C%(Dr) that satisfies (1) in Dy, condition (2) in Qy, and conditions (3), (4) on the sets in
Qyt = {(yat) :0<y<1,0<t< T} and Qut = {(l‘,t) 0<2x<1,0<¢t< T}; respectively,
in the usual sense.

3. Uniqueness of the Solution to the Initial Boundary
Value Problem

Theorem 1. Problem (1)—(4) cannot have more than one solution, i.e. if problem (1)—(4)
has a solution, then it is unique.

Proof. Assume that the functions uy (z,y,t) and us(z,y,t) are two distinet solutions to the
considered problem and their difference is v(z,y,t) = ui(x,y,t) — ua(z,y, t).
Obviously, the function v(x,y,t) satisfies the homogeneous equation

v (z,y,t) — Av(z,y,t) = 0, (5)

with the conditions
v(@,,0) = v(z,9,0) =0 (0<z<1,0<y <), (6)
02(0,9,8) = v(Ly,t) =0 (0<y<1,0<t<T), (7)
v(z,0,t) =vy(z,1,t) =0 (0<2<1,0<¢<T). (8)

Let us prove that the function v(z,y,t) is identically equal to zero. Multiplying both
sides of the Equation (5) by the special function 2v.(x,y,t) and integrating the resulting
equality with respect to « and y over the interval [0, 1], we get

1

11
2//vttxy, ve(x,y, )dxdy—2//Avxy, tyve(z,y, t)dxdy = 0. (9)
0 0

0

Using boundary conditions (7), (8), we have

11 11
d
2//vttxy, Yur(x,y,t) da:dy—a//v (z,y,t)dzdy,
0 0 0 0

1
Q/UM(:U, y, Ovg(x,y, t)de = 20, (1, y, D)o (1, y,t) — 20,(0,y, t)ve (0, y, t)
0

1 1
_Q/Uw<x7yat)vtw(x ya E/U x y7
0 0

1
2/vyy(:v,y,t)vt(:c,y,t)dy = 2uy(x, 1, t)ve(z, 1,8) — 2vy(x,0,t)ve(, 0,%)
0

1 1
d
—Q/Uy(x,y,t)vty(x,y,t)dy:—%/vi(x,y,t)dy
0 0
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Then, from (9), we obtain

Sl

11
// v, y, t) + Vi (2, y,t) + iz, y, t))dedy =0 (0 <t <T). (10)
0 0
If we use the notation
11
Hﬂ=i//7&xy7 vi(x,y,t) + vp(x,y,t))dedy (0 <t<T),
00

then from equality (10) it follows that the derivative of function H(t) is equal to zero, i.e.
H(@t)=0 (0<t<T).
Hence

(V7 (z,y,t) + vi(z,y,t) + vp(z,y,t))dedy = C, (11)

O\H

1
0
where C' is an arbitrary constant.

So, from the initial condition (6) it follows that

wo-f s

From (11) it is obvious that

(v} (z,y,0) + v3(x,y,0) + v (z,y,0))dzdy = 0.

O\H

H(0)=C =0.
Setting C' =0 in (11), the procedure yields

11
// (Vi (x,y,t) + vi(x,y,t) + vz(ay,t))dxdy =0 (0<t<T).
00

Since the integrand is non-negative, the following equalities hold:

ve(z,y,t) =0, vg(z,y,t) =0, vy(x,y,t) =0.

Thus, we get
v(x,y,t) = const = Cy.

Using the condition (7), we see that
v(z,y,0) = Cy=0.
Hence, we conclude that Cy = 0. So, it proves that
v(z,y,t) =0,

or
ul(xayat) = U2 (Z‘ y7t)

It follows that if a solution to problem (1)—(4) exists, then it is unique. The theorem is
proved. <
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4. Existence of a Solution to the Problem
We seek a solution u(x,y,t) of problem (1)—(4) in the form
o0 o0
u(z,y,t) ZZ Up () cOs Az sin v, y,
n=1k=1

where . -
Ak = —(Qk -1 (k=1,2,..), = E(Qn -1 (n=1,2,..),

11
U ( 4//u x,y,t) cos A\gx sinypydady (k,n=1,2,...).
00

Applying the method of separation of variables to determine the desired coefficients

upn(t) (k,n =1,2,...) for the function u(z,y,t) from (1), (2), we obtain
upl () + pp e (t) = fin@) (kin=1,2,.;0<t<T),

k. (0) = @y U 1 (0) = Vi (kin=1,2,..),

where
=AM +70 (k,n=1,2,..),

flx,y,t) cos gz siny,ydedy (k,n=1,2,...),

1
Jrm(t) 4/
0

O\H

11
Okn = 4//@(:5,3/) cos Az siny,ydedy (k,n=1,2,...),
00
11
Yim = 4//¢($,y) cos Apz sinypydady (k,n=1,2,...).
00

Solving the problem (13), (14), gives

uk,n(t) = Pk,n COS ,uk,nt + ¢k,7L3inﬂk,nt

k,n

/fkn(T) sin pu o (t —7)dr (k,n=1,2,..,0 <t <T).
Hi,n
0

Substituting the expressions of ug ., (t) (k,n=1,2,...) into (12) yields

J:ya ZZ{@knCOSMlﬁn +7wkn51nuknt

k=1n=1
t

/Fk(T; U, a, b)sin i o (¢ — 7)dT p cos Mgz siny,y.
HEk,n
0

+

The following theorem is valid.

Theorem 2. Let the data of problem (1)—(4) satisfy the following conditions:

(13)

(14)
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D1) o(@,9), 02(%,y), Paa(@,Y), 0y (T, 4), Pay (@, ), yy (2, y) € C(Qay),
‘Pmﬁy(xay)7@xyy(xvy)a‘mem(xay)vgpyyy(xvy)6 2(@:83/)7
©:(0,9) = o(1,y) = @ua(Ly) =0 (0<y < 1),

o(7,0) = @y (x,1) = pyy(z,0) = 0 (0<z<1);

D) ¥(x,y),va(@,y), ¥y (2, y) € C(Quy),

Vo (T, Y), 1/)1/7/( ,Y) € L2<Qwu)

Ve(0,y) =¥(l,y) =0 (0<y<1),

Y(z,0) = ¢y($1):0(0<1’<1)

DB) f(x Y, ) € C(DT)afm( )vfy(xay’ ) € L2(DT)7
f2(0,y,8) = f(L,y,t) =0 (OSySLOStST),
f(xao’t) fy(m’lv): (ng§170§t§T))

then the function

0o oo
JI ya Z Z {@k,n COs ,U/k:,nt

k=1n=1

nt
k.n

t

1
/Fk(T; U, @, b) sin pi n(t — 7)dT p cos Az siny,y,
Hi,n
0

+

is a classical solution to problem (1)—(4).

Proof. 1t is easy to see that

1y < OF +70) Ak + ) = Ap + Aovn + YAk + b

By considering the foregoing relations, we have

{Z uk,n||uk,n<t>||c[o,ﬂ>2} <2v2 (Z <Ai|sok,n|>2>
1

n=1 k=

ﬁ(ZZ (A [@k.nl) ) +2v2 (ZZ(MV%I%,MV)

N

n=1k=1 n=1k=1
1
2

NE

+2\@<§:§: (V3 lok.nl) ) +2V2

n=1k=1

Z )‘2 W}kn| >

k=

Il
-

n

=

n=1k=1 n=1k=1

+m(iiwm>+wﬁ 55 0k iatrfar

Mz

(v | frean (T)])?dr

T
o0
+2V2T /Z
0 n=1k=1

From this inequality, we get

oo 00 2
{ZZ Nkn”ukn |COT])2} §2\/§”50zzz(xay)”L2(me)

[

+2v2 ||80myy($,y)||L2(wa) +2v12 ||‘Pmy(xay)||L2(Qw )

[N
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+2\/§ ”‘Pyyy(xa y) ||L2(sz) =+ 2\/5 ”wyy(xa y) ||L2(sz) =+ 2\/5 ”‘Pyy(xa ?J) ||L2(sz)

F2V2T (|| fas (2, ) oy + 1y (@8 s y)- (17)

Taking (17) into account, it is obvious that

U (2, Y, )| < Z Z )‘i |wk,n (1)

k=1n=1

s{zzuki} { <ui,nuk,n<t>||c[m>2} < o, (18)

n=1 k=1

oo oo
Juyy (@, g, I <D0 7wk (t)

k=1n=1

< {Z Zﬂ;i} {Z Uk,n Uk77L(t)||C[07T])2} < 0. (19)
n=1k=1 =1k=1

From (18) and (19) it follows that the functions u(x,t), uzz(,t), and uy,(x,t) are con-
tinuous in Dp.
Now, from (13) it is not hard to see that

{Z (Hkeyn |‘ug,n<t)’|c[o7T]>2} < \/i{z Z N’k n ke ( HC[O T])Q}

[N

n=1 k=1

+\/§H“f1(xayvt) + fy(xvyat)”C[QT]HLz(Q

It follows that the function us(z,y,t) is continuous in Dr.
By direct verification one can see that function u(z,y,t) satisfies equation (1) and con-
ditions (2)—(4), in the usual sense. Thus, Theorem 2 is proved completely. <

5. Inverse Problem of Finding Initial Conditions

Based on the direct problem (1)—(4), we consider the following inverse problems to find
the initial functions ¢(z,y) and ¥(z,y). We are primarily interested in the functions
u(z,y,t), p(x,y) and ¥ (z,y) satistying conditions (1)—(4), and the conditions

u(z,y, T) = h(z,y), w(r,y,T)=g(x,y) (0<r<1,0<y<1), (20)

where h(z,y) and g(z,y) are sufficiently smooth function.
From (15) it is obvious that

u;c,n(t) = —k,nPk,n SID fg T + kan COS LUk nt

+/fk,n(7)cosuk7n(t—7)d7' (k,n=1,2,..;0<t<T).

Now, from (20), taking into account (16), we obtain

1 .
Ok,n COS i1 + p Vi St n T

1
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T
41 /f,m(T) sin i (T — 7)dr = hy (kyn=1,2,...), (21)
Mk n
0
— ke, nPhe,n SN g o T+, cOS g T
T
—&-/fk,n(T)cos prn (T —7)dr =g n (k,n=1,2,..), (22)
0
where
11
hin = 4//h(m,y) cos \gx sinyp,ydedy (k,n=1,2,...),
00
11
Jhn = 4//g(x,y) cos \px sinypydedy (k,n=1,2,...).
00

Multiplying both sides of the equations (21) and (22) by ., cos i, T and sin ug , T,
gives, in turn,
HknPk,n COSQ ,U'k,nT + ¢k,n3in,uk,nT Cos ,uk,nT

T
+ cos uka/fk,n(T) sin pp o (T — 7)dT = hg ppirncos pp T (k,n=1,2,..)
0

and
;2 ) .
— ke Pk, SIN° pg o T+, cos pg o1 sin g, T

T
+sin uk’nT/fk,n(T) cos g (T — 7)dT = g sinpr T (k,n=1,2,...).
0

Subtracting the second result from the first yields

1
Pkn = hk,n COSs Mk,nT — 9k,n sin /’ck,TLT
,Ufk,n
T
1
+ /fkm(T) sin pg n7dr (k,n=1,2,...). (23)

Hk.n

0

Multiplying both sides of the equations (21) and (22) by ., sin g, T and cos pg,, T,
respectively, we will have

HknPkn sin Mk,nT COS ,U/k:,nT + wk,nSinQMk,nT

T
+ sin ,uk)nT/fkm(T) sin pu (T — 7)d7T = pg nhinsinpe T (k,n=1,2,..),
0

— ke Ph,n COS fi p T sin p o T+, cos? T

T
+ cos /Lk’nT/fk,n(T) cos g (T — 7)dT = g cos up T (k,n=1,2,..).
0
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Adding the last two relations term by term, it follows that

Ui = Wk Pk,n S0 g 0 T 4 Gio.m €OS g 0T — /fk)n(T) cos g nmdr (k,n=1,2,...). (24)

After substituting the expressions of ¢y pn,¥rn (k,n=1,2,...) into (15), we obtain

Uk, () = P n €08 pug (T — 1) — Gken S0 pig o (T — 1)

Hk,n

T

/fk (7) sin pg,p (t — T)dT

0

1
Hk,n

T)sin pg n (t — 7)dT. (25)

Theorem 3. We impose the following restrictions on the data of problem (1)—(4), (20):

1) W@, y), ha (2, Y), haw (2,9), hy (2, ), hay (2, Y), hyy (2, y) € C(Qay),
(x,y),hmyy(x,yLhmz(x,y),hyyy(ﬂc,y) € L2(Qay),

he(0,9) = h(L,y) = hae(L,y) =0 (0 <y <1),

h(z,0) = hy(z,1) = hyy(2,0) =0 (0 <z <1);
I2) g(z,y), gx(x,y) 9y(2,9) € C(Quy),
0:0.) = 9(1.y) =0 (0<y<1),
9(z,0) = gy(z,1) =0 (0 <z <1);
I3) f(x,y,t) € C(DT afw(xvyat)vfy(xay?t) € Lo DT)v

fo(0,y,t) = f(Ly,t) =0 (0<y<1,0<¢t<T),

f(z,0,t) = fy(z,1,t) =0 (0<x<1,0<t<T).

Then problem (1)—(4), (20) has a unique classical solution, and it is determined by the
series,

hzxy

—~

1 .
Ghn SIN o (T — 1)

k,n

u(z,y,t) Z Z {hk,n oS g (T —t) —

k=1n=1

T

. O/fk(T) sin pu o (t — 7)

T)sin pg  (t — 7)d7 p cos Mgz siny,y,

1 .
Gen S0 g (T — 1)

\n

QO(I',y) = Z Z {hk,n COS,Uzk_’n(T — t) —

k=1n=1

T
1
+7/fk,n(7—) sin pig , TdT § cOS A\ sin Y,
HE.n

o0

NEDY

{ﬂk,nhk,n sin Nk,nT + 9k,n COS ,uk,nT
k=1n=1

+/fk7n(7)cosuk,n7dr COS AT Sin v, y.
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Proof. Proof of uniqueness. Let {ur(z,y,t), p1(x,y), ¥1(z,y)} and
{ug(z,y,t), 2(z,y),¥2(x,y)} be two solutions of the problem (1)-(4), (20). We

qenOte by ’U({ﬂ,y,t) = u2($7y7t) - ul(x7y>t)a @(ﬂf,y) = <,02(x,y) - (Pl(xay)a and
Y(r,y) = a(w,y) — Yi(z,y) the differences of these solutions. Then functions
v(x,y,t), p(x,y) and ¢ (x,y) satisfy the equation

v (,y,t) — Av(z,y,t) = 0,

with the conditions
v(z,y,0) = ¢z, y),v(2,5,0) =v(z,y) (0<z<L0<y<1),
v (0,y,t) =v(l,y,6) =0 (0<y<1,0<t<T),
v(z,0,t) =vy(z,1,t) =0 (0<2<1,0<t<T),
u(z,y,T) =0, u(z,y,T)=0 0<z<1,0<y<1).
Then, taking into account (20), (23), (24), we find

11
Vg n(t) :4//v(z,y,t) cos \gz siny,ydedy =0 (k,n=1,2,..),
00

1
Uk = 4//1/;(:E,y) cos Agz sinypydady =0 (k,n=1,2,...).

As a result, we found that for any fixed ¢ € [0,7] the functions v(x,y,t), §(z,y), and
¥(z,y) are orthogonal to the system of functions {cos \gzsinvy,y} (k,n = 1,2, ...), which
is complete in Ls(Qyy). This proves that v(z,y,t) = 0, ¢(x,y) = 0, and P(z,y) = 0.
Thus, if there are two solutions wuy(x,y,t), ¢1(z,y), ¥1(x,y) and us(x, y,t), v2(z,y), Y2 (x,y)
to problem (1)—(4), (20), then u;(z,y,t) = uz(z,y,t), v1(z,y) = w2(z,y), and 1 (x,y) =
Ya(x,y). Tt follows that if a solution to problem (1)—(4), (20) exists, then it is unique. So,
the uniqueness of the solution to problem (1)—(4), (20) is proved.

Proof of existence. From (25) it is easy to see that

1

{Z Mk,n ”uk,n(t)c[o,T])Q} < 2\/5 (Z Z )‘k |hk n| >

n=1k=1 n=1 k=1

Nl=

N

Mg

+2v/2 <Z Z /\k'}/n |hk nl) ) + 2\/5 (Z /\k772z |hk,n|)2>

n=1 k=1 n=1

~
Il

1

1

2

+2 2<ii (42 [he.n) 2>2+2\/§<

n=1k=1

1]
M8

b
Il

()‘i gk,n|)2>

1

N|=

oo

(A2 | fen(T))?dr

NE

>
Il
—

n=1 k=1 n=1

+2\/§ <§:§: FYn ‘gkn| >2 +2\/ﬁ /
0
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1

T 00 o 2
+2V2T / SN (R frm())dr
0 n=1 k=1

From the last inequality we get

{Z (1 Uk,n(t)”c[o,:r])z}

< 2‘/§Hhmz($7y)”L2(Qw) +2v2 ”hzyy(%y)HL?(me) +2v12 |‘hmy($>y)||L2(Q
+2v/2 [hyyy (@, Q)HLQ(QW) +2V2 gyy (x, y)”Lz(me) +2v2 llgyy (2 y)HLQ(me)

T2V fao @y, ) oy + I @9 Dy o) (26)

From (18) and (19), by virtue of (26), we conclude that functions wu(x,t), uz.(z,t) and
Uyy(z,t) are continuous in Dy.

Now from (23) and (24), respectively, we have

(550

n=1k=1

[N

ar} <sa(EFomr)

n=1k=1

N

WK
Mg

+2\/§ ZZ /\k7n|hkn| ) +2\/§

n=1k=1

(M2 |hk,n|)2>

~
Il

1 1

1

S 0 g )

n=1k=1 n=1 k=1

;
(
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n=1 k=

TOO oo
w2 [ [SS Rl ||
0 1
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+2v 2T(||fww(x7yvt)“L2(DT) + ||fyy(xay7t)||L2(DT)>v

PO RINIE RN N

n=1k=1
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Oayy (T, y) = — Z Z A&VE @k m COS ART SN Yy, Y.

It is not hard to see that
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(Qazy) 4

{ ]

{ )
[zay (€91, 0.,) < i {ig: 1 |k,nl) } :

{ ]



Y.T. Mehraliyev, E.I. Azizbayov 15

Thus, taking into account (27), we obtain

sa(x7y)7goz(x7y), ‘pII(Qj?y)? (Py(xﬂy)v ‘ny($7y)a @yy(xvy) € C(Qxy)a

Prry (z,v), Pryy (%,Y), Paze (T, Y), Pyyy (w,y) € Ly (sz)a
0(x,0) = @y(z,1) = pyy(z,0) =0 (0 <z <1).

Similarly, it can be shown that

w(xvy)ﬂ ¢z($7y)a¢y($ay) € C(wa)7

@/’xx(xay)vay(wvy) S LQ(QJC.U)?
%(079):1/)(1»?/):0 (Ogygl)’
P(x,0) =y(x,1) =0 (0<z < 1),

7/’7«7"(% y)7 wyy(wv y) € LQ(QTy)

It follows that the functions ¢(z,y) and ¥ (z,y) satisfy the conditions of Theorem 2.
Tt is easy to check that equation (1) and conditions (2)—(4), (20) are satisfied in the usual
sense. The theorem is proved. |

6. Concluding Remark

This paper investigates an initial-boundary value problem for the two-dimensional wave
equation in a rectangular domain subject to mixed Dirichlet and Neumann boundary
conditions. The objective is to recover the initial data, including the wave displacement
and velocity, from the final position and final velocity. By introducing the change of
variables k = x, 6 = y, and 7 = T — t, the inverse problem can be reformulated as a direct
problem, where the known final position and final velocity of the original system serve as
the initial data for the transformed problem. Consequently, the inverse problem considered
in this work plays a primarily formal role. Nevertheless, this limitation can be overcome by
allowing the observation point to vary within the spatial domain, a direction that will be
addressed in future work.
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