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Abstract. In this work, direct and inverse scattering problems on the real axis for the
quadratic pencil of the Sturm-Liouville operator with piece-wise constant coefficient are
studied. The new integral representations for solutions are given, the scattering data is
defined, the main integral equations of the inverse scattering problem are obtained, the
spectral characteristics of the scattering data are investigated and uniqueness theorem
for the solution of inverse problem is proven, the necessary and sufficient conditions for
recovering of the potentials are examined.
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1. Introduction

Consider the differential equation

−y′′ + q(x)y + 2λp(x)y = λ2ρ(x)y, x ∈ (−∞,+∞), (1)

where

ρ(x) =

{
1, x ≥ 0,
α2, x < 0,
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α ̸= 1, α > 0, λ is a spectral parameter, q(x) and p(x) are real-valued functions such that
p(x) is absolutely continuous on every closed interval of the real axis and

+∞∫
−∞

|p(x)| dx <∞,

+∞∫
−∞

(1 + |x|) (|q(x)|+ |p′(x)|) dx < +∞. (2)

Let us define

σ+ (x) =

 +∞∫
x

(s− x) |q (t)|+ 2 |p (t)|

 dt

and

σ− (x) =

 x∫
−∞

(x− s) |q (t)|+ 2

α
|p (t)|

 dt.

We denote by f± (x, λ) the solution of (1) with the condition

lim
x→±∞

f± (x, λ) e∓iλµ(x) = 1,

where µ (x) = x
√
ρ (x). The solutions f+ (x, λ) and f− (x, λ) will be called the right and

the left Jost solutions of (1) respectively.

Theorem 1. (see [36]) For any λ from the closed upper half plane Imλ ≥ 0, the discon-
tinuous Sturm-Liouville equation (1) has the Jost solutions f+ (x, λ) which is represented
as

f+ (x, λ) = R+ (x) eiλµ(x) +R−(x)e
−iλµ(x) +

+∞∫
µ(x)

K+ (x, t) eiλtdt, (3)

where

R+ (x) =
1

2

(
1 +

1√
ρ (x)

)
e
i
+∞∫
x

p(t)√
ρ(t)

dt
,

R− (x) =
1

2

(
1− 1√

ρ (x)

)
e
i
+∞∫
x

p(t)sgnt√
ρ(t)

dt
,

and the kernel K+ (x, t) satisfies the inequality

+∞∫
µ(x)

∣∣K+ (x, t)
∣∣ dt ≤ C

{
eσ

+(µ(x)) − 1
}

for some C > 0. Moreover, the following expressions are satisfied:

K+ (x, µ (x)) = R+ (x)

1

2

+∞∫
x

(
q (s)√
ρ (s)

+
p2(s)

ρ (s)
√
ρ (s)

)
ds+
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i

2

+∞∫
x

( 1√
ρ (x)

)2

+

(
1−

√
ρ (s)√
ρ (x)

)2
 p′(s)ds

 , (4)

K+ (x,−µ (x) + 0)−K+ (x,−µ (x)− 0) =

R− (x)

1

2

+∞∫
x

(
q (s)√
ρ (s)

+
p2(s)

ρ (s)
√
ρ (s)

)
sgnsds+

+
i

2

+∞∫
x

( 1√
ρ (x)

)2

+

(
1 +

sgns
√
ρ (s)√

ρ (x)

)2
 p′(s)ds

 . (5)

Theorem 2. (see [36]) For any λ from the closed upper half plane Imλ ≥ 0, the discon-
tinuous Sturm-Liouville equation (1) has the Jost solutions f− (x, λ) which is represented
as

f− (x, λ) = T+ (x) eiλµ(x) + T−(x)e
−iλµ(x) +

µ(x)∫
−∞

K− (x, t) e−iλtdt, (6)

where

T+ (x) =
1

2

(
1− α√

ρ (x)

)
e
−i

x∫
−∞

p(t)sgnt√
ρ(t)

dt

,

T− (x) =
1

2

(
1 +

α√
ρ (x)

)
e
i

x∫
−∞

p(t)√
ρ(t)

dt

,

and the kernel K− (x, t) satisfies the inequality

µ(x)∫
−∞

∣∣K− (x, t)
∣∣ dt ≤ C

{
eσ

−(µ(x)) − 1
}

for some C > 0. Moreover, the following expressions are satisfied:

K− (x, µ (x)) = T− (x)

1

2

x∫
−∞

(
q (s)√
ρ (s)

+
p2(s)

ρ (s)
√
ρ (s)

)
ds−

− i

2

x∫
−∞

( 1√
ρ (x)

)2

+

(
1−

√
ρ (x)√
ρ (s)

)2
 p′(s)ds

 , (7)

K− (x,−µ (x) + 0)−K− (x,−µ (x)− 0)

= T+ (x)

1

2

x∫
−∞

(
q (s)√
ρ (s)

+
p2(s)

ρ (s)
√
ρ (s)

)
sgnsds+
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+
i

2

x∫
−∞

1 +(1− sgns
√
ρ (x)√

ρ (s)

)2
 p′(s)ds

 . (8)

Theorem 3. (see [36]) The kernel functions K± (x, t) of the integral representation
(3), (6) have both partial derivatives of the first order. If q(x) and p′(x) are differen-
tiable functions, then the kernel functions K± (x, t) satisfy (a. e. ) the partial differential
equations

∂2K± (x, t)

∂x2
− ρ (x)

∂2K± (x, t)

∂t2
= q(x)K± (x, t)± 2ip(x)

∂K±(x, t)

∂t
, t ̸= µ(x),

with conditions (4), (5) and (7), (8) for K+ (x, t) and K− (x, t) respectively.

We see that the equalities (4), (5) and (7), (8) can be written alternatively as

d

dx

(
K+(x, µ (x))e−iω+(x)

)
=

= −1

4

(
1 +

1√
ρ (x)

)(
q (x)√
ρ (x)

+
p2(x)

ρ (x)
√
ρ (x)

+ i
p′(x)

ρ (x)

)
,

d

dx

(
K−(x, µ(x))e−iω−(x)

)
=

=
1

4

(
1 +

α√
ρ (x)

)(
q (x)√
ρ (x)

+
p2(x)

ρ (x)
√
ρ (x)

− i
p′(x)

ρ (x)

)
,

d

dx

((
K+(x,−µ(x) + 0)−K+(x,−µ(x)− 0)

)
eiω̃

+(x)dt
)

=
1

4

(
1− 1√

ρ(x)

)(
q(x)√
ρ(x)

+
p2(x)

ρ (x)
√
ρ (x)

− i
p′(x)

ρ (x)

)
,

d

dx

((
K−(x,−µ(x) + 0)−K−(x,−µ(x)− 0)

)
eiω̃

−(x)
)

=
1

4

(
1− α√

ρ (x)

)(
q(x)√
ρ(x)

+
p2(x)

ρ (x)
√
ρ (x)

+ i
p′(x)

ρ (x)

)
,

where

ω±(x) = ±
±∞∫
x

p(t)√
ρ (t)

dt, ω̃±(x) = ±
±∞∫
x

p(t)sgnt√
ρ (t)

dt.

Clearly,

ω̃+(x) = 2ω+(0)− ω+(x), ω̃−(x) = ω−(x)− 2ω−(0).
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By setting ReK±(x, t) =M±(x, t) and ImK±(x, t) = N±(x, t) from (4), (5) and (7),
(8) we have

1

2
√
ρ (x)

(
1 +

1√
ρ (x)

)(
q (x) +

p2(x)

ρ (x)

)
=

= −2
d

dx

[
M+(x, µ (x)) cosω+(x) +N+(x, µ (x)) sinω+(x)

]
,

ω+(x) =

+∞∫
x

(
1 +

√
ρ (t)

)√
ρ (t)

[
M+(t, µ (t)) sinω+(t)−N+(t, µ (t)) cosω+(t)

]
dt−

−
+∞∫
x

(
1−

√
ρ(t)

)√
ρ (t)

[
PM+(t,−µ (t)) sin ω̃+(t)− PN+(t,−µ (t)) cos ω̃+(t)

]
dt,

1

2
√
ρ (x)

(
1 +

α√
ρ (x)

)(
q (x) +

p2(x)

ρ (x)

)
=

2
d

dx

[
M−(x, µ (x)) cosω−(x) +N−(x, µ (x)) sinω−(x)

]
,

ω−(x) =

x∫
−∞

(
1 +

√
ρ (t)

α

)√
ρ (t)

[
M−(t, µ (t)) sinω−(t)−N−(t, µ (t)) cosω−(t)

]
dt+

x∫
−∞

(
1−

√
ρ (t)

α

)√
ρ (t) +

[
PM−(t,−µ (t) sin ω̃−(t)− PN−(t,−µ (t)) cos ω̃−(t)

]
dt,

where Pg(t, z) = g(t, z +0)− g(t, z − 0) denotes the jumping of the function g(t, z) with
respect to z.

When the condition (2) is satisfied equation (1) has certain solutions u−(x, λ),
u+(x, λ) which hold the asymptotic expressions

u−(x, λ) =
r−(λ)

α
e−iλαx +

eiλαx

α
+ o(1), x→ −∞,

u−(x, λ) = t(λ)eiλx + o(1), x→ +∞,

u+(x, λ) = t(λ)e−iλαx + o(1), x→ −∞,

u+(x, λ) = r+(λ)eiλx + e−iλx + o(1), x→ +∞,

where

r+(λ) = − b(λ)

a(λ)
, r−(λ) =

b(λ)

a(λ)
,

a(λ) =
1

2λi
W {f+(x, λ), f−(x, λ))} , λ ∈ R∗ = R\{0}, (9)

b(λ) = − 1

2λi
W
{
f+(x, λ), f−(x, λ)

}
, λ ∈ R∗ = R\{0}, where R = (−∞,+∞).
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The solutions u−(x, λ) and u+(x, λ) are called the eigenfunctions of the left and the
right scattering problems respectively. Here the coefficients r−(λ), r+(λ) and t(λ) are
called the left, the right reflection coefficients and the transmission coefficient respectively.
Let λk(k = 1, 2, ..., n) be the zeros of the function a(λ) in the upper halfplane Imλ > 0.
We denote by mk the multiplicity of the root λk of the equation a(λ) = 0.

The following properties of the roots λk can be obtained from the formula (9) (see
also [28], [29]).

Lemma 1. There exist the number chains
(
κ±
k,0, ...,κ

±
k,mk−1

)
such that the identities

1

j!

dj

dλj
f∓(x, λ)

∣∣∣∣
λ=λk

=

j∑
ν=0

κ±
k,j−ν

1

ν!

dν

dλν
f±(x, λ)

∣∣∣∣
λ=λk

are satisfied, where j = 0, ...,mk − 1, k = 1, ..n, κ±
k,0 ̸= 0.

It is easy to prove that the following relationship holds between the right and the
left normalization chains:

κ+
k,0κ

−
k,0 = 1,

κ±
k,j =

(−1)
j(

κ±
k,0

)j+1

∣∣∣∣∣∣∣∣
κ±
k,1 κ±

k,0 0 ... 0

κ±
k,2 κ±

k,1 κ±
k,0 ... 0

... ... ... ... ...
κ±
k,j κ±

k,j−1 κ±
k,j−2 ... κ

±
k,1

∣∣∣∣∣∣∣∣ .
Definition. The collections of numbers

(
κ+
k,0, ...,κ

+
k,mk−1

)
and

(
κ−
k,0, ...,κ

−
k,mk−1

)
will

be called the right and the left normalization chains, respectively, corresponding to the
root λk of the equation a(λ) = 0 for the equation (1).

The collections {
r+ (λ) , λk, κ+

k,j , j = 0, ...,mk − 1, k = 1, ..n
}

and {
r− (λ) , λk, κ−

k,j , j = 0, ...,mk − 1, k = 1, ..n
}

are called the right and the left scattering data, respectively, for the equation (1).
The construction of the potential functions in equation (1) with the help of the

asymptotics of the wave functions is referred as the inverse scattering problem. In
other words, the inverse scattering problem for the (1), (2) consists in recovering the
coefficients q(x) and p(x) from the scattering data.

In this work the potentials q(x) and p(x) are constructed by slightly varying the
method of Marchenko-Fadeev. We set

F±(x) =

n∑
k=1

P±
k (x)e±iλkx +

1

2π

+∞∫
−∞

(
r± (λ)∓ 1− α

1 + α
e∓i(θ±ω)

)
e±iλxdλ
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with

P±
k (x) = −ie∓iλkx

mk−1∑
j=0

κ±
k,mk−1−j

1

j!

{
dj

dλj
(λ− λk)

mk e±iλx

a(λ)
)

}
λ=λk

and derive the integral equations

R+(x)F
+(µ(x) + y) +R−(x)F

+ (−µ(x) + y) +K+(x, y) +

∫ +∞

µ(x)

F+(y + t)K+(x, t)dt+

+
1−

√
ρ(x)

1 +
√
ρ(x)

e−i(ω+θ)K+(x,−y) = 0, y ≥ µ(x), (10)

T+(x)F
−(−µ(x) + y) + T−(x)F

− (µ(x) + y) +K−(x, y)+

+

∫ µ(x)

−∞
F−(y + t)K−(x, t)dt+

1−
√
ρ(x)

1 +
√
ρ(x)

ei(θ−ω)K−(x,−y) = 0, y ≤ µ(x) (11)

for the unknown functions K±(x, t). These integral equations are called the main equa-
tions of the inverse problem of scattering theory for the equation (1). The main equa-
tions are different from the classical equations in Marchenko-Fadeev’s method because
the discontinuity of the function ρ(x) which strongly influences the structure of the main
equations.

Obviously, in order to write the integral equations (10) and (11) we need the func-
tions F±(x) which are defined by the scattering data. If equation (10) and (11) which
are constructed by the scattering data, have unique solutions K+(x, y) and K−(x, y),
respectively, the functions q(x) and p(x) can be found from (4), (5) and (7), (8). In
the paper it is examined the solvability of the equations (10), (11) and introduced the
algorithm for recovering the potentials q(x) and p(x).

In the spectral theory of Sturm-Liouville and Dirac operators, especially in the exam-
ination of inverse spectral and inverse scattering problems on finite and infinite intervals,
the method of transformation operators, introduced by V.A. Marchenko [32]-[34] and
later developed by fundamental works of Faddeev, Levitan, Gasımov, Gelfand [5]-[7],
[12], [15], [27], gave new impetus to researchers. After these important studies inverse
problems in various statements, especially the full-line inverse scattering problem for one
dimensional Schrödinger equation have been extensively improved and investigated by
many authors. For details we refer to [4], [16], [24]-[26], [34].

The full-line inverse scattering problem for an energy dependent (or generalized)
Schrödinger equation, as a generalization of the Marchenko method, was first investigated
by Jaulent an Jean [19], [20] and by Kaup [23] in connection with a nonlinear evolution
equation (see also [1], [2], [39]). Later for the equation, which was considered in [23], the
full-line inverse scattering problem was investigated in [38] by reduction this problem
to the inverse scattering problem for the matrix-valued energy dependent Schrödinger
equation. More systematically, in the case ρ(x) = 1 the direct and inverse scattering
problems for (1) without discrete spectrum was investigated by Maksudov and Guseinov
[28], [29], where a procedure through which the potentials q(x) and p(x) are recovered
from the scattering data are established under conditions (2). This problem and the
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inverse scattering problem on the half line for the equation (1) in the case ρ(x) = 1
recently has been investigated in [21], [22] where the differentiability assumptions on the
function p(x) is not required.

Some direct and inverse spectral problems for ordinary differential operator pencils
have been also investigated in series works of M.G. Gasymov (see for instance [9]-[11],
[13], [14]) who has made important contributions to the spectral theory of the ordinary
differential operators.

In recent years, it has been proven that Sturm-Liouville operators with piecewise
constant coefficients or discontinuity conditions have integral representations similar to
transformation operators for their special solutions. Therefore, it became necessary to
investigate different Sturm-Liouville inverse problems with piecewise constant coefficients
or discontinuity conditions with the modified Marchenko method. On the half line the
Sturm-Liouville inverse scattering problem with piecewise constant coefficient studied in
[3], [8], [17], [30]. In the papers [3], [8] the solution of inverse problem on the half line
[0,+∞) is reduced to solution of two inverse problems on the intervals [0, a] and [a,+∞).
In the case p(x) = 0 and ρ(x) ̸= 1 the inverse scattering problem on the half line was also
in [17], [30] by using the new (non-triangular) integral representation of the Jost solution
for the equation (1). The direct and inverse scattering problems for the Sturm-Liouville
equation with discontinuities in an interior point recently have been investigated in [18]
where new integral representations for the Jost solutions of the Schrödinger equation,
are obtained and applied to the investigation of the inverse problem.

In the study [31], on the real line authors consider direct and inverse scattering prob-
lems for the equation (1) with p(x) = 0 and ρ(x) ̸= 1. It turns out that in this case, the
discontinuity of the function ρ(x) strongly affects to the structure of the representation
of the Jost solutions (see [28]) and the main equations of the inverse problem.

In the study [37] in a finite interval for the equation (1) with initial conditions inte-
gral representations have been obtained for two linearly independent solutions. [36] has
devoted to the construction of the integral representations (3) and (6) of the right and
left Jost solutions respectively, for the equation (1).

Note also that the study [35] is devoted to both the direct scattering problem and the
inverse scattering problem without discrete spectrum for the equation (1) with ρ(x) = 1
and discontinuities in an interior point.

In the present paper direct and inverse problems of the scattering theory for the
quadratic pencil of the Sturm-Liouville equation with the discontinuous coefficient is
investigated in a class of decreasing potential functions. First of all, using the known
integral expressions of the solutions of the quadratic pencil of the discontiouous Sturm-
Liouville equation, satisfying the Jost conditions for x→ +∞ and x→ −∞, the spectral
properties of the problem are investigated. Since the kernel functions of the integral rep-
resentations for the solutions have a jump discontinuity, the relationship between the
potential functions of the equation and the kernel functions has a difficult structure, but
by taking advantage of this relationship, it has become possible to reach new integral
equations of the Faddeev-Marchenko type, which have a fundamental role in the solu-
tion of the inverse problem. The solution of the inverse problem is obtained from the
unique solvability of the integral equations of the Faddeev-Marchenko type, based on the
scattering data in the special case where there is no discrete spectrum. In section 3, un-
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der assumption that the discreet spectrum is absent, the direct problem is investigated,
the main integral equations are derived and the unique solvability of these equations is
proved. In section 4 the solution of the inverse scattering problem is given, the necessary
and sufficient conditions for recovering of the potentials are obtained.

2. The Direct Scattering Problem

In the present section we consider the direct scattering problem and introduce some
properties of the scattering data necessary for the solution of the inverse problem. Since
the functions q(x), p(x) and the number α are real, the functions f+ (x, λ) and f− (x, λ)
are also solutions of the problem (1), (2) for real λ. Because of

f+ (x, λ) = eiλx (1 + o(1)) , x→ +∞,

f
′

+ (x, λ) = eiλx
(
iλeiω+(x) + o(1)

)
, x→ +∞,

f−(x, λ) = e−iαλx(1 + o(1)), x→ −∞,

f
′

−(x, λ) = e−iαλx(−iαλeiω−(x) + o(1)), x→ −∞,

which follows from the representations (3), (6), we have the Wronskians

W
{
f+(x, λ), f+(x, λ)

}
= f ′+(x, λ)f+(x, λ)− f+(x, λ)f ′+(x, λ) = 2iλ,

W
{
f−(x, λ), f−(x, λ)

}
= f ′−(x, λ)f−(x, λ)− f−(x, λ)f ′−(x, λ) = −2iλα

for all real λ. Consequently, when λ ̸= 0, the pairs f+ (x, λ) , f+ (x, λ) and
f− (x, λ) , f− (x, λ) form two fundamental systems of solutions. Then for all real λ ̸= 0,
each solution of equation (1) can be expressed as a linear combination of the solutions
f+(x, λ), f+(x, λ) or f−(x, λ), f−(x, λ). In particular, we have

f+(x, λ) =
b(λ)

α
f−(x, λ) +

a(λ)

α
f−(x, λ), (12)

f−(x, λ) = −b(λ)f+(x, λ) + a(λ)f+(x, λ), (13)

where

a(λ) =
1

2λi
W {f+(x, λ), f−(x, λ))} , λ ∈ R∗, (14)

b(λ) = − 1

2λi
W
{
f+(x, λ), f−(x, λ)

}
, λ ∈ R∗. (15)

Further, according to (12)and (13) we have

|a(λ)|2 − |b(λ)|2 = α, λ ∈ R∗. (16)

Dividing both sides of (12)and (13) by a(λ), for λ ∈ R∗, and using the relations

t(λ) =
1

a(λ)
,
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r+(λ) = − b(λ)

a(λ)
, r−(λ) =

b(λ)

a(λ)
(17)

we obtain certain solutions of equation (1)

u−(x, λ) ≡ t(λ)f+(x, λ) =
r−(λ)

α f−(x, λ) +
1
αf−(x, λ),

u+(x, λ) ≡ t(λ)f−(x, λ) = r+(λ)f+(x, λ) + f+(x, λ)

(18)

for which the asymptotic expressions

u−(x, λ) =
r−(λ)

α
e−iλαx +

eiλαx

α
+ o(1), x→ −∞,

u−(x, λ) = t(λ)eiλx + o(1), x→ +∞,

u+(x, λ) = t(λ)e−iλαx + o(1), x→ −∞,

u+(x, λ) = r+(λ)eiλx + e−iλx + o(1), x→ +∞,

are satisfied. The solutions u−(x, λ) and u+(x, λ) are called the eigenfunctions of the
left and the right scattering problems respectively, and the coefficients r−(λ), r+(λ) and
t(λ) are called the left, the right reflection coefficients and the transmission coefficient
respectively.

Since f+(x, λ) and f−(x, λ) admit an analytic continuation to half-plane Imλ > 0,
formula (14) implies that the function a(λ) also admits an analytic continuation to half-
plane Imλ > 0 with the same formula. From (16) we also have there a(λ) ̸= 0 for
λ ∈ R∗.

Lemma 2. The function a(λ) may have a only finite number of zeros on the half plane
Imλ > 0.

Proof. Assuming the converse we suppose the function a(λ) has a countable collection
of mutually disjoint zeros λk(k = 1, 2, ...). Then from the equality a(λk) = 0 by virtue of
(14) we conclude that the solutions f+(x, λk) and f−(x, λk) and are linearly dependent,
i. e. there is a constant ck such that

f+(x, λk) = ckf−(x, λk), x ̸= 0, x ∈ R.

Note that for Imλ > 0 the solution f+(x, λ) is exponentially decreasing as x→ +∞ and
the solution f−(x, λ) behaves in a similar way when x→ −∞. Thus, for complex values
of λ from the upper half-plane the function f+(x, λ) (f−(x, λ)) is a unique solution
of equation (1) which belongs to the space L2(0,∞) (L2(−∞, 0)). Therefore equation
(1) has a solution belonging to L2(−∞,∞) only for those values of λ (Imλ > 0) for
which the functions f+(x, λ) and f−(x, λ) are linearly dependent. Then we have that
f+(x, λk) is a nontrivial solution of the problem (1), (2) belonging to L2 (−∞,+∞) .
Therefore, if L0 is the minimal closed operator generated in the space L2 (−∞,+∞)

by the differential expression − d2

dx2 + q(x), then L0 is a selfadjoint operator and for the
solution yk(x) = f+(x, λk) we have

λ2kρ(x)yk (x)− 2λkp(x)yk (x)− L0yk (x) = 0.
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The last equation implies that

λk =
(pyk, yk)±

√
(pyk, yk)

2
+ (L0yk, yk) (ρyk, yk)

(ρyk, yk)
,

where (., .) denotes the standard inner product in the space L2 (−∞,+∞) . Since λk is
not a real number we have (L0yk, yk) < 0 for all k. Since the numbers λk(k = 1, 2, 3, ...)
are mutually disjoint then from the asymptotic formula f+ (x, λk) = eiλkx (1 + o(1)) ,
x→ +∞ we have that the system of functions {yk} is linearly independent. As is known,
the number of negative points of the spectrum of a self-adjoint operator L0 is equal to
the maximum dimension of linear manifolds on which the inequality (L0f, f) < 0 is sat-
isfied. This means that the selfadjoint operator L0 has a countable collection of negative
eigenvalues. But it contradicts the condition (2) on the function q(x). ◀

The inverse scattering problem for the equation (1) with the conditions (2) consists
of recovering the coefficients q(x) and p(x) of the equation (1) by the given right or
left scattering data and proving some necessary and sufficient conditions for an arbi-
trary collection {r (λ) , λk, κk,j , j = 0, ...,mk − 1, k = 1, ..n} to be the right or the left
scattering data for some problem of the form of (1), (2).

Lemma 3. For λ ∈ R∗ the function a(λ), b(λ) defined by formulas (14), (15) have the
following representations

a(λ) =
1 + α

2
eiω − deiω

2iλ
+

1

2iλ

+∞∫
0

φ(t)eiλtdt, (19)

b(λ) =
α− 1

2
eiθ − c

2iλ
eiθ +

1

2iλ

+∞∫
−∞

ψ(t)eiλtdt, (20)

where

ω =

+∞∫
−∞

p(x)√
ρ(x)

dx, θ =

+∞∫
−∞

p(x)sgnx√
ρ(x)

dx,

d =
α+ 1

2

+∞∫
−∞

(
p2(x)

ρ(x)
√
ρ(x)

+
q(x)√
ρ(x)

)
dx+

α− 1

2

(
1

α2
− 1

)
ip(0),

c =
α− 1

2

+∞∫
−∞

(
p2(x)

ρ(x)
√
ρ(x)

+
q(x)√
ρ(x)

)
sgnxdx+

α+ 1

.2

(
1

α2
− 1

)
ip(0)

and φ(t) ∈ L1(0,+∞), ψ(t) ∈ L1(−∞,+∞).
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Proof. Since the Wronskian of two solutions of the equation (1) doesn’t depend on x we
have

a(λ) =
1

2iλ
W [f+(x, λ), f−(x, λ)]

=
1

2iλ

[
f+(0

+, λ)
′
f−(0

+, λ)− f+(0
+, λ)f−(0

+, λ)′
]
.

Using the integral representation for f±(x, λ) we compute

a(λ) =
1

2iλ

iλ−− i

2
p(0)− 1

2

+∞∫
0

(
p2(t) + q(t)

)
dt

 eiω+(0) +

+∞∫
0

K+
x (0+, t)eiλtdt

×

eiω−(0) − 1

2iλ

 0∫
−∞

(
p2(t)

α3
+
q(t)

α

)
dt− i

α2
p(0)

 eiω−(0) +
1

iλ

0∫
−∞

K−
t (0+, t)e−iλtdt

−

1

2iλ

eiω+(0) − 1

2iλ

 +∞∫
0

(
p2(t) + q(t)

)
dt− ip(0)

 eiω+(0) − 1

iλ

0∫
−∞

K+
t (0+, t)eiλtdt

×

−iαλ+
i

2α
p(0) +

1

2

0∫
−∞

(
p2(t)

α2
+ q(t)

)
dt

 eiω−(0) +

0∫
−∞

K−
x (0+, t)e−iλtdt

which implies (19) after some simple operations. Similarly the formula (20) is proved.
◀

From the Lemma 3 we have that

a(λ) =
1 + α

2
eiω +O

(
1

λ

)
, |λ| → ∞, Imλ ≥ 0, (21)

and

b(λ) =
α− 1

2
eiθ +O

(
1

λ

)
, |λ| → ∞, λ ∈ R.

The formula (16) implies

1

|a(λ)|
≤ 1√

α
for λ ∈ R∗.

The following lemma is proved by standard methods (see [28]).

Lemma 4. The function 1
a(λ) is bounded in the region Dδ = {λ : |λ| ≤ δ, Imλ ≥ 0}

fore some δ > 0.

Note that, from the formulas (16) and (17) we obtain∣∣r± (λ)
∣∣ < 1, λ ∈ R∗,
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and the formulas (19) and (20) imply (for λ ∈ R)

r− (λ) =
b(λ)

a(λ)
=
α− 1

α+ 1
ei(θ−ω) +O

(
1

λ

)
, |λ| → ∞,

r+ (λ) = − b(λ)

a(λ)
=

1− α

1 + α
e−i(θ+ω) +O

(
1

λ

)
, |λ| → ∞.

Hence

r± (λ) = ±1− α

1 + α
e∓i(θ±ω) +O

(
1

λ

)
, |λ| → ∞, λ ∈ R.

So r± (λ)∓ 1−α
1+αe

∓i(θ±ω) ∈ L2(−∞,+∞) and consequently the function

F±
0R(x) =

1

2π

+∞∫
−∞

(
r± (λ)∓ 1− α

1 + α
e∓i(θ±ω)

)
e±iλxdλ

also belongs to L2(−∞,+∞).

Lemma 5. (see [29]) The function za(z)is continuous on the closed upper half plane
and there exists C > 0 such that

1−
∣∣r± (λ)

∣∣ ≥ Cλ2

1 + λ2
, λ ∈ R∗.

Moreover

lim
λ→0

λa(λ)
[
r± (λ) + 1

]
= 0.

Clear that the function r± (λ) is continuous for all real λ ̸= 0. Moreover for all λ ∈ R∗

we have

r (λ) = −r+ (λ)
a(λ)

a(λ)
. (22)

It can be proved by analogous way as in [16], [29] that r± (λ) is continuous for all real
λ and if |r± (0)| < 1 then r± (0) = −1.The formula (22) shows that the left reflection
coefficient is uniquely defined by the right reflection coefficient. The following lemma
gives the way to construct the function a(z) by the right reflection coefficient.

Lemma 6. The function a(z) can be reconstructed by the right reflection coefficient as

a(z) =
1 + α

2
exp

iω − 1

2πiα

+∞∫
−∞

ln
[(

1− |r+ (λ)|2
)]

λ− z
dλ


n∏

k=1

z − λk

z − λk
, (23)

where

ω =

+∞∫
−∞

p(x)√
ρ(x)

dx.
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Proof. According to Lemma 2 and Lemma 3 the function g(z) = 1+α
2 eiω 1

a(z)

n∏
k=1

z−λk

z−λk
is

halomorphic on the upper halfplane, uniformly bounded, has no zeros and behaves as
1 + O( 1z ) when |z| → ∞. Moreover, for real λ ̸= 0 according to the formulas (16) and
(17) we have

|g(λ)| = 1√
α

√
1− |r±(λ)|2.

This allows us to reconstruct the function ln g(z) (Imz > 0) by its real part
ln |g(λ)| (−∞ < λ <∞). For this we use the Poisson-Schwarz formula

ln g(z) =
1

πi

+∞∫
−∞

ln |g(λ|
λ− z

dλ

which yields (23). ◀

3. The Main Equations of the Inverse Problem

In order to derive the main integral equations for the case x < 0 we use identity (18).
The second relation in (18) can be rewritten as(

1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ) =

(
r+(λ) +

α− 1

α+ 1
e
−i(ω+θ)

)
f+(x, λ)

−α− 1

α+ 1
e
−i(ω+θ)

f+(x, λ)−
2

1 + α
e−iωf−(x, λ) + f+(x, λ).

Multiplying the both sides of the last equation 1
2π e

iλy, where y > µ(x), and integrating
it with respect to λ over the interval (−∞,+∞) we have

1

2π

∫ ∞

−∞

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλydλ =

=
1

2π

∫ ∞

−∞

(
r+(λ) +

α− 1

α+ 1
e
−i(ω+θ)

)
f+(x, λ)e

iλydλ+ (24)

+
1

2π

∫ ∞

−∞

[
f+(x, λ)−

α− 1

α+ 1
e
−i(ω+θ)

f+(x, λ)−
2e−iω

1 + α
f−(x, λ)

]
eiλydλ.

Further, using the representation (3), (6) of the solutions f±(x, λ) we find

1

2π

∫ ∞

−∞

(
r+(λ) +

α− 1

α+ 1
e
−i(ω+θ)

)
f+(x, λ)e

iλydλ+

+
1

2π

∫ ∞

−∞

[
f+(x, λ)−

α− 1

α+ 1
e
−i(ω+θ)

f+(x, λ)−
2e−iω

1 + α
f−(x, λ)

]
eiλydλ =

= F+
R (x, y) +

∫ ∞

µ(x)

K+(x, t)F+
0R(t+ y)dt+K+(x, y)−
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−α− 1

α+ 1
e
−i(ω+θ)

K+(x,−y)− 2e−iω

1 + α
K−(x, y),

where

F+
R (x, y) =

1

2π

∫ ∞

−∞

[
r+(λ) +

α− 1

α+ 1
e
−i(ω+θ)

] [
R+ (x) eiλµ(x) +R−(x)e

−iλµ(x)
]
eiλydλ =

= R+(x)F
+
0R (µ(x) + y) +R−(x)F

+
0R (−µ(x) + y) . (25)

Therefore, the right hand side of (24) takes the form of

F+
R (x, y) +

∫ ∞

µ(x)

K+(x, t)F+
0R(t+ y)dt+K+(x, y)+

+
1− α

1 + α
e
−i(ω+θ)

K+(x,−y)− 2e−iω

1 + α
K−(x, y).

Now, let’s compute the left hand side of (24) by using the contour integration method.
We have

1

2π

∫ ∞

−∞

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλydλ =

=
1

2π

∫ ∞

−∞

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλµ(x)eiλ(y−µ(x))dλ.

Note that
i) the function

f−(x, λ)e
iλµ(x) = T+(x)e

2iλµ(x) + T−(x) +

∫ µ(x)

−∞
K−(x, t)eiλ(µ(x)−t)dt

is uniformly bounded on the half plane Imλ ≥ 0;
ii) 1

a(λ) −
2

1+αe
−iω → 0, |λ| → ∞ (Imλ ≥ 0) by virtue of (21);

iii) according to Lemma 2 the function 1
a(λ) , consequently the function(

1
a(λ) −

2
1+αe

−iω
)
f−(x, λ)e

iλyis bounded in some neighborhood of zero.

Hence, applying the Jordan’s lemma we have

1

2π

∫ ∞

−∞

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλydλ =

= i

n∑
k=1

res
λ=λk

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλy.

Since

res
λ=λk

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλy = res
λ=λk

1

a(λ)
f−(x, λ)e

iλy =

=
1

(mk − 1)!

{
dmk−1

dλmk−1
[(λ− λk)

mk ]
f−(x, λ)e

iλy

a(λ)

}
λ=λk

=
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1

(mk − 1)!

mk−1∑
j=0

(mk − 1)!

j! (mk − 1− j)!

{
dmk−1−j

dλmk−1−j
f−(x, λ))

}
λ=λk

×

×
{
dmk−1

dλmk−1

(λ− λk)
mk eiλy

a(λ)

}
λ=λk

=

mk−1∑
j=0

1

j!

{
dj

dλj
(λ− λk)

mk eiλy

a(λ)

}
λ=λk

×

×
mk−1−j∑

ν=0

κ+
k,mk−1−j−ν

1

ν!

{
dν

dλν
f+(x, λ)

}
λ=λk

=

mk−1∑
j=0

κ+
k,mk−1−j

1

j!

{
dj

dλj
(λ− λk)

mk eiλy

a(λ)
f+(x, λ)

}
λ=λk

=

= iR+(x)P
+
k (µ(x) + y)eiλk(µ(x)+y)+

+iR−(x)P
+
k (y − µ(x))eiλk(y−µ(x)) + i

+∞∫
µ(x)

K+(x, t)Pk(t+ y)eiλk(t+y),

where

P+
k (x) = −ie−iλkx

mk−1∑
j=0

κ+
k,mk−1−j

1

j!

{
dj

dλj
(λ− λk)

mk eiλx

a(λ)
)

}
λ=λk

,

we obtain
1

2π

∫ ∞

−∞

(
1

a(λ)
− 2

1 + α
e−iω

)
f−(x, λ)e

iλydλ =

−R+(x)

n∑
k=1

P+
k (µ(x) + y)eiλk(µ(x)+y)−

−R−(x)

n∑
k=1

P+
k (y − µ(x))−

+∞∫
µ(x)

K+(x, t)

n∑
k=1

Pk(t+ y)eiλk(t+y).

Taking into our account the formula (25) we obtain the following integral equation for
the kernel K+(x, y) (y > µ(x)) :

F+
R (x, y) +

∫ ∞

µ(x)

K+(x, t)F+
0R(t+ y)dt+

+K+(x, y)− α− 1

α+ 1
e
−i(ω+θ)

K+(x,−y)− 2e−iω

1 + α
K−(x, y) =

−R+(x)

n∑
k=1

P+
k (µ(x) + y)eiλk(µ(x)+y)−
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−R−(x)

n∑
k=1

P+
k (y − µ(x)eiλk(y−µ(x)))−

+∞∫
µ(x)

K+(x, t)

n∑
k=1

Pk(t+ y)eiλk(t+y),

R+(x)[F
+
0R (µ(x) + y)

n∑
k=1

P+
k (µ(x) + y)eiλk(µ(x)+y)]

+R−(x)[F
+
0R (−µ(x) + y) +

n∑
k=1

P+
k (y − µ(x)eiλk(y−µ(x))]+

+K+(x, y)− α− 1

α+ 1
e
−i(ω+θ)

K+(x,−y)− 2e−iω

1 + α
K−(x, y)+

+

∫ ∞

µ(x)

K+(x, t)[F+
0R(t+ y) +

n∑
k=1

Pk(t+ y)eiλk(t+y)]dt = 0, y ≥ µ(x).

The last equation is simplified to the equation

R+(x)F
+(µ(x) + y) +R−(x)[F

+ (−µ(x) + y) +K+(x, y)− 1− α

1 + α
e−i(ω+θ)K+(x,−y)

−2e−iω

1 + α
K−(x, y) +

+∞∫
µ(x)

K+(x, t)F+(t+ y)dt = 0, y ≥ µ(x),

where

F+(x) =

n∑
k=1

P+
k (x)eiλkx + F+

0R(x).

Since K−(x, y) = 0 for y > µ(x) we conclude that

R+(x)F
+(µ(x) + y) +R−(x)F

+ (−µ(x) + y) +K+(x, y) +

∫ ∞

µ(x)

F+(y + t)K+(x, t)dt+

+
1−

√
ρ(x)

1 +
√
ρ(x)

e−i(ω+θ)K+(x,−y) = 0, y ≥ µ(x), (26)

where the function

F+(x) =

n∑
k=1

P+
k (x)eiλkx +

1

2π

+∞∫
−∞

(
r+ (λ)− 1− α

1 + α
e−i(θ+ω)

)
eiλxdλ

are defined by the right scattering data.
By the similar way, using the first relation in (18), we can derive

T+(x)F
−(−µ(x) + y) + T−(x)F

− (µ(x) + y) +K−(x, y) +

∫ µ(x)

−∞
F−(y + t)K−(x, t)dt
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−
1−

√
ρ(x)

1 +
√
ρ(x)

ei(θ−ω)K−(x,−y) = 0 (27)

for y ≤ µ(x), where

F−(x) =

n∑
k=1

P−
k (x)e−iλkx +

1

2π

+∞∫
−∞

(
r− (λ) +

1− α

1 + α
ei(θ−ω)

)
e−iλxdλ

and

P−
k (x) = −ieiλkx

mk−1∑
j=0

κ−
k,mk−1−j

1

j!

{
dj

dλj
(λ− λk)

mk e−iλx

a(λ)
)

}
λ=λk

are defined by the left scattering data.
Hence, we have proved the following theorem.

Theorem 4. The kernels K±(x, y) of representation (3) and (6) satisfy the main equa-
tions (26) and (27).

4. Uniqueness

Theorem 5. The main equations (26), (27) has a unique solution K+(x, .) ∈
L1(µ(x),+∞), and K−(x, .) ∈ L1(−∞, µ(x)) for each fixed x > −∞ and x <∞, respec-
tively.

Proof. It is easy to show that the considered integral equations (26), (27) are generated
by completely continuous operators, and to prove their unique solvability, it is enough to
show that the corresponding homogeneous equations only have zero solutions. Consider
the equation

g(y) + h+(y)− ch+(−y) +
∫ ∞

µ(x)

F+(y + t)h+(t)dt = 0, y ≥ µ(x), (28)

where h(y) = K+(x, y), c = ei(θ−ω), x plays a role of a parameter and g(y) ∈
L1(µ(x),+∞). Then (28) implies that

0 =

∫ ∞

µ(x)

|h+(y)|2 dy − c

∫ ∞

µ(x)

h+(−y)h+(y)dy+

+

∫ ∞

µ(x)

∫ ∞

µ(x)

F+(y + t)h+(t)h+(y)dtdy =

=
1

2π

∫ ∞

−∞

∣∣∣h̃+(λ)∣∣∣2 dλ+
1

2π

∫ ∞

−∞
r+(λ)h̃2(λ)dλ,

where f̃(λ) =
∫∞
µ(x)

f(y)e−iλydλ. Since∣∣∣r̃+(λ)∣∣∣ = ∣∣r+(λ)∣∣ ,
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−∞

∣∣∣r+(λ)h̃2(λ)dλ∣∣∣ dλ ≤
∫ ∞

−∞

∣∣r+(λ)∣∣ ∣∣∣h̃+(λ)∣∣∣2 dλ
we have

1

2π

∫ ∞

−∞

∣∣∣h̃+(λ)∣∣∣2 dλ =≤ 1

2π

∫ ∞

−∞

∣∣r+(λ)∣∣ ∣∣∣f̃(λ)∣∣∣2 dλ,
i. e. ∫ ∞

−∞

(
1−

∣∣r+(λ)∣∣) ∣∣∣f̃(λ)∣∣∣2 dλ ≤ 0

which implies h̃+(λ) ≡ 0 because of 1−|r+(λ)| > 0 for all λ ̸= 0. Thus, homogeneous equa-
tion (28) only have the zero solution. The uniquely solvability of equation (27) is proved
analogously. ◀
Theorem 6. Given function r+(λ)(−∞ < λ < ∞) is the right scattering data of the
problem (1), (2) without discrete spectrum and real potential functions q(x) and p(x) if
and only if the following conditions are satisfied:

I) r+(λ)(−∞ < λ < ∞) is continuous , |r+(λ)| < 1 for λ ̸= 0, and r+(0) = −1 if
|r+(0)| = 1. Moreover, there exists C > 0 such that

1−
∣∣r+ (λ)

∣∣ ≥ Cλ2

1 + λ2
, −∞ < λ <∞,

and

r+(λ) =
1− α

1 + α
e−i(θ+ω) +O

(
1

λ

)
, |λ| → ∞,

for some real θ and ω.
II) The function za1(z), where

a1(z) =
1 + α

2
exp

− 1

2πiα

+∞∫
−∞

ln
[(

1− |r+ (λ)|2
)]

λ− z
dλ

 ,

is continuous on the closed upper halfplane Imz ≥ 0.
III) The functions

F+
0R(x) =

1

2π

+∞∫
−∞

(
r+ (λ)− 1− α

1 + α
e−i(θ+ω)

)
eiλxdλ

and

F−
0R(x) =

1

2π

+∞∫
−∞

(
−r+ (λ)

a1(λ)

a1(λ)
+

1− α

1 + α
ei(θ−ω)

)
e−iλxdλ

are absolutely continuous and their derivatives d
dxF

+
0R(x),

d
dxF

−
0R(x) satisfy

+∞∫
x1

d

dx
F+
0R(µ(x))dx <∞,

x2∫
−∞

d

dx
F−
0R(µ(x))dx <∞,

for all x1 > −∞ and x2 <∞ respectively.
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Proof. In the direct problem we have proven that the right reflection coefficient of the
scattering problem (1), (2) without discrete spectrum and real potential functions q(x)
and p(x) satisfies the conditions I)-III). Let the conditions I)-III) are satisfied. Then
based on the given function r+(λ) we construct the second function r−(λ) by the formula

a(z) = eiωa1(z) (Imz ≥ 0, z ̸= 0),

r−(λ) = −r+ (λ)
a(λ)

a(λ)
,

F−
0R(x) =

1

2π

+∞∫
−∞

(
r−(λ) +

1− α

1 + α
ei(θ−ω)

)
e−iλxdλ,

where numbers ω and θ will defined later. Then according to the Theorem 14 we can
write the main integral equations (26) and (27) from which we have

K±(x, t) = K±
0 (x, t) cosω±(x) +K±

1 (x, t) cosω±(x), (29)

where ω±(x) is defined below and K±
0 (x, t),K±

1 (x, t) are solutions of the integral equa-
tions

1

2

(
1 +

1√
ρ (x)

)
F+
0R(µ(x) + y) +

1

2

(
1− 1√

ρ (x)

)
)ei(ω+θ)F+

0R (−µ(x) + y)+

+K+
0 (x, y) +

∫ ∞

µ(x)

F+
0R(y + t)K+

0 (x, t)dt+

+
1−

√
ρ(x)

1 +
√
ρ(x)

e−i(ω+θ)K+
0 (x,−y) = 0, y ≥ µ(x), (30)

i

2

(
1 +

1√
ρ (x)

)
F+
0R(µ(x) + y)− i

2

(
1− 1√

ρ (x)

)
)ei(ω+θ)F+

0R (−µ(x) + y)

+K+
1 (x, y) +

∫ ∞

µ(x)

F+
0R(y + t)K+

1 (x, t)dt+

+
1−

√
ρ(x)

1 +
√
ρ(x)

e−i(ω+θ)K+
1 (x,−y) = 0 , y ≥ µ(x), (31)

1

2

(
1 +

α√
ρ (x)

)
F−
0R(µ(x) + y) +

1

2

(
1− α√

ρ (x)

)
)ei(θ−ω)F−

0R (−µ(x) + y)

+K−
0 (x, y) +

∫ µ(x)

−∞
F−
0R(y + t)K−

0 (x, t)dt−

−
1−

√
ρ(x)

1 +
√
ρ(x)

ei(θ−ω)K−
0 (x,−y) = 0, y ≤ µ(x), (32)
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i

2

(
1 +

α√
ρ (x)

)
F−
0R(µ(x) + y)− i

2

(
1− α√

ρ (x)

)
)ei(θ−ω)F−

0R (−µ(x) + y)

+K−
1 (x, y) +

∫ µ(x)

−∞
F−
0R(y + t)K−

1 (x, t)dt−

−
1−

√
ρ(x)

1 +
√
ρ(x)

ei(θ−ω)K−
1 (x,−y) = 0, y ≤ µ(x). (33)

At this stage we define functions ω±(x) as the solutions of the nonlinear integral equations

ω±(x) = ±
∫ ±∞

x

Φ±(t, ω
±(t))dt, (34)

where

Φ±(t, z) =

(
1 +

√
ρ(t)

β

)√
ρ(t)

[(
ReK±

0 (t, µ(t))− ImK±
1 (t, µ(t)

)
sin 2z

+2ReK±
1 (t, µ(t)) sin2 z − 2ImK±

0 (t, µ(t)) cos2 z
]

+

(
1−

√
ρ(t)

β

)√
ρ(t)

[(
RePK±

0 (t,−µ(t))− ImPK±
1 (t,−µ(t)

)
sin 2(θ ± ω ∓ z)

+2RePK±
1 (t,−µ(t)) sin2(θ ± ω ∓ z)− 2RePK±

0 (t,−µ(t)) cos2(θ ± ω ∓ z)
]
, (35)

β =
1 + α± (1− α)

2
(36)

and Pg(t, z) = g(t, z + 0) − g(t, z − 0) denotes the jumping of the function
g(t, z) with respect z. Therefore from equations (29)-(36) we can define functions
ω±(x), ω̃±(x),K±(x, t) uniquely and by these we can construct the solutions

f+ (x, λ) =
1

2

(
1 +

1√
ρ (x)

)
eiλµ(x)+iω+(x)

+
1

2

(
1 +

1√
ρ (x)

)
e−iλµ(x)+ω̃+(x) +

+∞∫
µ(x)

K+ (x, t) eiλtdt (37)

and

f− (x, λ) =
1

2

(
1− α√

ρ (x)

)
eiλµ(x)+ĩω

−
(x)

+
1

2

(
1 +

α√
ρ (x)

)
e−iλµ(x)+iω−(x) +

µ(x)∫
−∞

K− (x, t) e−iλtdt (38)
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of the equations

f ′′+ (x, λ) +
[
λ2ρ(x)− 2λp+(x)− q+(x)

]
f+ (x, λ) = 0

and

f ′′− (x, λ) +
[
λ2ρ(x)− 2λp−(x)− q−(x)

]
f− (x, λ) = 0, (39)

where

p±(x) =
√
ρ (x)

dω±(x)

dx
,

q±(x) = −
p2±(x)

ρ (x)
− 4ρ (x)

β +
√
ρ (x)

d

dx
×

×
[
ReK±(x, µ(x)) cosω±(x) + ImK±(x, µ(x)) sinω±(x)

]
and

+∞∫
x1

|p+(x)| dx <∞,

+∞∫
x1

(1 + |x|)
(
|q+(x)|+

∣∣p′+(x)∣∣) dx < +∞, (40)

x2∫
−∞

|p+(x)| dx <∞,

x2∫
−∞

(1 + |x|)
(
|q−(x)|+

∣∣p′−(x)∣∣) dx < +∞

are satisfied for all x1 > −∞ and x2 <∞ respectively.
Further using the main integral equations (29)-(33)and the integral representations

(37), (38) of the solutions it can be shown (see [29], [33]) that for all real values of the
solutions f+ (x, λ) and f− (x, λ) have connections

r+(λ)f+(x, λ) + f+(x, λ) =
1

a(λ)f−(x, λ),
r−(λ)

α f−(x, λ) +
1
αf−(x, λ) =

1
a(λ)f+(x, λ).

(41)

Now we obtain from (41)

f ′′− (x, λ) +
[
λ2ρ(x)− 2λp+(x)− q+(x)

]
f− (x, λ) = 0. (42)

Subtracting equations (39) and (42) we conclude that

p−(x) = p+(x), q−(x) = q+(x) (−∞ < x <∞).

Consequently we can define

p(x) = p+(x), q(x) = q+(x) (−∞ < x <∞) (43)

uniquely and from the inequalities (40) we have

+∞∫
−∞

|p(x)| dx <∞,

+∞∫
−∞

(1 + |x|) (|q(x)|+ |p′(x)|) dx < +∞.
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It remains to show that r+(λ) and r−(λ) are the right and left reflection coefficients of
the constructed equation

y′′ +
[
λ2ρ(x)− 2λp(x)− q(x)

]
y = 0,−∞ < x <∞. (44)

We define the right and left reflection coefficients of the constructed equation (44) by
r̃+(λ) and r̃−(λ) respectively. By the formula (43) the functions f+ (x, λ) and f− (x, λ)
are the Jost solutions of the equation (44). Therefore by the results of the direct scattering
problem we can write

r̃+(λ)f+(x, λ) + f+(x, λ) =
1

ã(λ)f−(x, λ),
r̃−(λ)

α f−(x, λ) +
1
αf−(x, λ) =

1
ã(λ)f+(x, λ).

(45)

Now from (41) and (45) we have

a (λ) r+(λ)f+(x, λ) + a (λ) f+(x, λ) = f−(x, λ),

ã (λ) r̃+(λ)f+(x, λ) + ã (λ) f+(x, λ) = f−(x, λ)

which imply(
a (λ) r+(λ)− ã (λ) r̃+(λ)

)
f+(x, λ) + (a (λ)− ã (λ)) f+(x, λ) = 0.

SinceW
{
f+(x, λ), f+(x, λ)

}
= 2iλ ̸= 0 for λ ̸= 0 we obtain a (λ) r+(λ)−ã (λ) r̃+(λ) = 0,

a (λ)− ã (λ) = 0. Consequently a (λ) = ã (λ), r+(λ) = r̃+(λ). Similarly from (45) we have
r−(λ) = r̃−(λ). Since a(z) = eiωa1(z) (Imz ≥ 0, z ̸= 0) from the condition II) we have
that the function a(z) has no zeros in the upper halfplane. Then the equation (44) has no
discrete spectrum. Until now, the numbers ω and θ were arbitrary real numbers. Since
ω +θ = 2ω+(0) it os sufficient to define ω. From the conditions I) and II) of the theorem
we find that

lim
λ→0

λa(λ)
(
r+(λ) + 1

)
= 0.

Then using the formula

r−(λ) = −r+ (λ)
a(λ)

a(λ)

we have

λa(λ)
(
r−(λ) + 1

)
= λa(λ)

(
r+(λ) + 1

)
− λ

(
a(λ)r+(λ) + a(λ)

)
r+ (λ).

Since r+(λ) is continuous and lim
λ→0

λa(λ) is finite there exist a finite limit

lim
λ→0

λa(λ)r+(λ) = γ.

Consequently we have
lim
λ→0

λa(λ)
(
r−(λ) + 1

)
= −2Reγ.

If we require that Reγ = 0 we can define eiω uniquely. ◀
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