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Abstract. In the paper, we consider an approach for numerical solution to the optimal
feedback control problem for an object with distributed parameters on the basis of obser-
vation of the object’s phase state at its specific locations by the example of the rod heating
process. The control actions are the power of the heat source, the values of which are
defined on the class of “zonal” controls. The values of the parameters of zonal control
actions are determined by subsets of the state space, to which belong the values of the
process state at the measurement points at the current moment of time. The problem of
determining zonal controls is reduced to a parametric optimal control problem on deter-
mining a finite-dimensional vector of values of the parameters of zonal control actions.
We derive optimality conditions for the values of the parameters of zonal control actions.
These conditions contain formulas for the gradient of the objective functional with respect
to the optimizable parameters of zonal controls. They make it possible to solve the stated
problem numerically with the application of efficient first-order optimization methods.
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1. Introduction

It is known that one of the important areas in the modern automatic control theory is the
theory of control of systems with distributed parameters. The problems of synthesis of
distributed control systems are, in most cases, more complex than lumped systems due
to the characteristics of distributed objects. Distributed control objects include many
chemical-technological, radiation, aerodynamic, and hydrodynamic processes, heat con-
duction and diffusion processes, processes associated with the movement of elastic struc-
tures, etc. The absence of a formalized methodological approach for solving problems of
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controlling objects with distributed parameters poses certain problems for researchers
that require the use of non-standard research methods and decision-making in each spe-
cific case. The main contribution to the development of the theory of distributed param-
eter control systems has been made by a number of fundamental results obtained in the
works of Butkovskiy A.G. [8], Egorov A.L. [11], Sirazetdinov T.K. [25], Lyons J.L. [19],
Moiseev N.N. [21], Lurie K.A. [20], Rapaport E.Ya. [24], Fursikov A.V. [12], Bryson A.E.
and Yu-Chi Ho. [7], etc. Modern technical means of measuring and computing technol-
ogy, which make it possible to carry out a large amount of measuring and computational
work in real-time, have played a key role in the development of feedback control systems
and their widespread practical implementation.

The paper considers the problem of synthesizing control of an object with distributed
parameters on special classes of control actions. For synthesized controls, the concept
of zonality is introduced, which means the constancy of the values of the synthesized
control parameters in each of the subsets (zones), into which the entire set of possible
states of the object is divided. The values of the control actions are also determined
by the type of feedback and the class of the functional dependence of the control on
the currently observed value of the state. Particularly, the case of discrete feedback is
analyzed using discrete observation of the phase state of the object at its certain points.
The constancy of the parameters of zonal control actions determines the robustness
of the control system, as well as ensures the feasibility of synthesized control actions
with sufficiently high accuracy and improves the technical performance of the equipment
involved in the control loop.

We have used the principle of zonality of control parameters as the basis of numerical
techniques for solving such specific optimization and inverse problems like the problem
of optimal placement of production and injection wells and optimal control of their flow
rates during the operation of an oil reservoir under the regime of water-driven piston
displacement [1], the problem of identifying the hydraulic resistance coeflicient under the
unsteady flow of viscous fluids through pipelines [5], and problems of feedback control
and identification of objects with lumped parameters [2], [3], [4], [13], [14], [16], [17], [18].

2. Problem Statement

To illustrate the proposed approach, we consider the problem of controlling a rod heating
process in a furnace. This process can be described by the following parabolic type partial
differential equation:

ou 0%u

a:a@Jrﬂ[v(t)fu(x,t)], JJG(O,].), tG(O,T]. (1)
Here u (z,t) is the temperature of the rod at the point = € [0, 1] at the moment of time
t € [0,T]; v (t) is the optimizable power of the heat source determined by the temperature
of hot air supplied to the furnace; « is the thermal diffusivity coefficient; § is the heat
transfer coeflicient. Initial and boundary conditions are given in the following form:

Ou(0,t)  Ou(l,t)
oxr  Ox

=0, tel0,7]; (2)
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u(x,0) = ¢ =const, z€]l0,1]. (3)

Note that the initial temperature, ¢, constant along the entire length of the rod is not
known exactly, but there is given the set, @, of all possible values of initial temperatures
of the rod with a given density function pg (¢) such that

pa (¢) >0, /@% (p)dy = 1.

Assume that thermal sensors are installed at N points along the length of the rod with
coordinates &;, ¢ = 1,2,..., N. These sensors are used to conduct operative observation
and input to the control system of information on the state of the heating process at
these points, which is determined by the vector:

u(t) = (u (), a2 (t),....,unx ()" = (u(&,t),u,t),. ..., uln,t)",

N L

where ”x” denotes the transposition sign. Moreover, there are given discrete moments

of observation time 7; € [0,7T], j = 0,1,2,..., M, at which it is possible to measure the
value of the object’s state at the points of the rod where the thermal sensors are installed,
ie, w(t).

To control the heat conduction process in the rod, it is required to synthesize a
regulator that, based on the results of temperature measurements at the points &;, i =
1,2,..., N, of the rod, would ensure the maintenance of the temperature u (z,T) at the
desired level u* (x) by regulating the temperature, v (¢), in the heat source. Based on
technological conditions, we have to impose certain constraints on the values that the
control actions can take:

V={v{t): Umin <v(t) < Vmax, t>0},

where vmin and vmax are given quantities, and V represents the set of admissible values
of the control v (t). The considered feedback control problem for the rod heating process
consists in finding admissible values of the source’s power as a function of the object’s
state

U(t) = ’U(ﬂ(t)), U(t) eV, te [OaT]a

at the observable points of the rod in order to minimize the objective functional. In the
case of non-fixed initial conditions (3), the objective functional takes on the following
form:

Flv) = / T (0.0) pa(p) do, T (v,¢) = / w (@) [u (@, Tv,¢) — v (2)2dz,  (4)

where u (z, T; v, ¢) is the solution to the initial-and boundary-value problem (1)-(3) cor-
responding to a specific initial condition ¢ € @ and to admissible values of the control
v(t) € V; w(x) is the given weight function; u* (x) is the given function characterizing
the desired distribution of temperature at the final moment of the heating process. The
functional (4) characterizes the quality of control process on average over the set of all
possible initial states ¢ and the boundary conditions.
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Let the phase state values of the rod satisfy the inequalities

Umin < u (2, T;0,¢) < umax, =€ [0,1], t€]0,T7],

under all possible admissible values of the control, as well as initial and boundary con-
ditions. Given the points ug, k = 0,1,2,..., L, we divide the range of all possible tem-
perature values [Umin, Umax] into L temperature intervals:

L
[umin; umax] = U [uk—la uk)a Uy = Umin, UL = Umax-
k=1

In the N-dimensional phase space T(t) € R™ of the current measured temperature
values at the points of the rod, we introduce the following /NV-dimensional parallelepipeds
(zones):
]Dil,ig,m,iN = {(ﬂlaﬂ% s aﬂN) P UG —1 <u (gsat; v, 50) < uis} )
()
ise{l,2,....,L}, s=1,2,...,N,

the total number of which is LY. Let I = (i, 42, . . ., ix) denote the N-dimensional multi-
index, which determines the number of the corresponding parallelepiped. The values of
the control v (¢) constant for ¢ € [, 7141) are determined depending on the last measured
value of the observation vector over the current object’s state, @ (t), namely, depending on
the number (multi-index) of the parallelepiped (5), to which the last measured (observed)
object’s state, @ (t), belongs. To each phase parallelepiped there corresponds its constant
control value, that is

v (t) = Diyiy,...iy = V1 = const, u(t) € Py i, iy = Pr,

(6)

te [Tj,Tj+1), 7=0,1,2,...,M — 1.

If the observed object’s state belongs to the border of any zones, we use the value
of the zonal control of that adjacent zone into which the trajectory has passed. The
number of different values that the source’s power can take is equal to the number of
phase parallelepipeds, i.e., L. The possible configuration of phase parallelepipeds when
there are only two thermal sensors is illustrated in Figure 1. The phase parallelepipeds
in case of three thermal sensors installed may represent cubes, etc.

It is clear that the controls (6) assume feedback. In the case of (5), the values of the
controllable source’s power during the rod heating process change only at the moments
when the population of states at the observable points proceeds from one phase par-
allelepiped (5) to another. Thus, the considered feedback control problem on the class
of piecewise-constant functions consists of optimizing the L"-dimensional vector 9. The
considered feedback control problem (1)-(6) is a parametric optimal control problem for
the system with distributed parameters. Its specific features are, firstly, the absence of
prescribed initial conditions, secondly, the finite-dimensionality of the sought-for control
vector, and thirdly, the control is formed depending on the values of the current state of
the process at the measurement points; namely, it depends on the multi-index defining
the parallelepiped (zone) of the phase space to which the current measurement values
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belong. The solution of the feedback control problem (1)-(6) are synthesized zonal con-
trols provided that the feedback with the object and the choice of the values of control
actions is carried out only at specified discrete moments of time. As examples of practical
applications of such problems, one can cite the control of many technological processes
and technical objects. The organization of continuous monitoring of the state is impos-
sible for these objects, and each observation (feedback) requires specific measures and,
therefore, costs time and material.

$uit.ut)
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Fig. 1. Two-dimensional phase parallelepipeds (zones) in the form of
rectangles

The formulated problem of synthesizing zonal controls (1)-(6) leads to a finite-
dimensional optimization problem. For numerical solution to this problem, we propose
to use the approach described in [16], [17]. To solve the problem in the case of a simple
design of a set of admissible controls V' (for example, a parallelepiped, hyper-sphere,
polyhedron, etc.), it is effective use first-order numerical optimization methods such as
gradient projection or conjugate gradient projection methods [23], [26]. For example, for
the gradient projection method, we construct a minimizing sequence {19’“} in this fashion:

19k+1:19k+P(V) (ﬂk+)\kxdk), )\k>07 k:0,1,2,.-~,

0_ 0 k+1 k+1 k _ HV}—(MH)H
0= -VF (), d =—-VF ) +m x d*, = AR

where the index k designates the iteration number; ¥° € RL" is some initial guess to
the optimizable vector; V.F (19’“) is the gradient of the objective functional; A\ the mini-
mizing step size taken in the direction of d*; Py (+) is the projection operator onto the
admissible set V. If the domain V' has a complex boundary and the projection opera-
tor onto it has no constructive character, then to solve the posed problem, one can use
methods of sequential unconstrained optimization (for example, methods of internal and
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external penalty functions) with the use of effective methods of unconstrained optimiza-
tion of the first order such as quasi-Newtonian methods [6], [22]. To construct iterative
procedures based on the above optimization techniques, it is essential to have exact for-
mulas for the gradient of the objective functional in the space of optimizable parameters.
To this end, we derive formulas for the gradient of the objective functional in the space
of optimizable parameters. The derivation of these formulas is based on the technique
for calculating the increment of the objective functional obtained by incrementing the
optimizable parameters. In further calculations, the following remark is important. The
initial conditions (3), i.e., the elements of the set ¢ are independent. Then the gradient
of the functional obviously satisfies the formula:

VF () :/@VJ (0, 0) pas (p) de.

Therefore, to obtain formulas for V.F (), we obtain formulas for the gradient of 7 (¢, )
with respect to an individual term ¢, (i.e., assuming that the set @ consists of a sin-
gle term). For this purpose, we obtain the formula for the increment of the functional
J (9, ), obtained by incrementing the parameter value

Y= (191‘1,1‘2,___71']\,) = (191,’[92,...,19LN), is € {1,2,...,[1}, 521,2,...,]\[.

Suppose that one of the optimizable parameters of the vector ¢ is incremented, for
example, ¥y, i.e.,

0 =19+ 209, AY=(0,0,...,0,A9,0,...,0,0),

where 9 denotes the perturbed control vector. To express the increment of the functional
J (9, @) in terms of the increment of the control vector, Ad, we introduce the Lagrangian
for the considered problem:

L(u,b;9) = [} w (@) [u(e,T) — u* (x))*dz+
2 (7)
+f0T fol {%_7; - 0‘% — B[ - U(Cﬁ,t)]} ¥ (z,t) dadt,

where u (z,t) = u(x,t;1, @) designates the solution to the initial- and boundary-value
problem under a concrete initial condition u (x,0) = ¢ and ¢ = v (z, t) is yet an arbitrary
smooth function. Assume that at the moment of time 7,,,, the measurements taken at
the thermal sensors indicate that the object’s state belongs to the £** zone, while at any
previous moments of time, 7o, 71,.. ., Tm—1, the object’s state does not belong to the ¢t
zone. Then we can rewrite (7) as follows:

£ (u, s 0) = / w (@) [u (@, T) - u* (@) da+

o Qu 0%u
+/0 /0{E‘O‘w_ﬁ[ﬁ—“(fv,t)]}w(x,t)dxdpr
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Tn 1 a 82
+/ /0 {a_?O‘a—ﬁWeu(x’tn}w(z,t)dxdw
T o 0%u
+//0 {anﬂ[ﬂu(w,t)]}w(x,wdxdt.

Here 7,,_1 denotes the last moment at which measurements taken at the thermal sensors
indicate that the object’s state belongs to the /*! zone. Let’s denote by @ (x,t) = u (v, )+
Au (z,t) the solution to the initial- and boundary-value problem w.r.t. (1) corresponding
to the perturbed control 9. We assume that the increment A9 of the control is so small
(which is ultimately due to the definition of the derivative) that the measurements taken
at the thermal sensors at the discrete moments of time 7,,, Ti+1,-. - - ,7n—1, still indicates
that the object’s state belongs to the £** zone. Under these assumptions, the Lagrangian
(7) for the perturbed solution @ (z,t) takes on the following form:

L (ﬂ, 1/1;5) = /0 w(z)[w(z,T)—u* (l‘)]QdCE+

Tm 1 a_ 82_ _ ~
+A /0 {8_:; _aa—;; —h [ﬁ_“(xat)]}lb(x,t)dxdpr

™ol (o 0% ~
+/rm/0 {E—Oz@—5[19@4-&19@—u(x,t)]}w(ac,t)dacdt—i—

Torlfow ot
+/r/o {5_:;aa—:;tﬂ[ﬂﬂ(fat)]}w(x,t)dzdt,

Subtracting £ (u, 1;4) from £ (ﬂ, 1/1;5) produces the increment of the Lagrangian:

AL =L (a,9;0) = L (u,;9) = /Olw(x) [u(z, T) + Au (2, T) — u* (z)]*dz+
/ /{(Z;;L aéua<%+%)ﬂ[ﬂuAu]}wdzdt+
//{g? agua<%+%>5[192+AﬂguAu]}z/;dxdt
b [ Ge ta (Sa - Z2t) - s b anat
- [ewuen - wrar- [T {5 aZ -} s
_/T:L/Ol{%_a%—ﬁwe—u]}wdxdt—
/Tj/ol{%a%ﬂ[ﬂu]}wdxdt.
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After canceling out the similar terms, we obtain:

AL = /0 2w (z) [u (2, T) —u* ()] Au (2, T)da + | w (@) [Au(z, T dz+

0
2
/ / {Mu - aa%” + ﬂAu} & dedi+
0

/ / {‘m“ aaQAQ“ — B[A, — Au]} ¥ dadt+
0 ox

2
/ / {M“ - 88%“ + mu} ¥ dadt,

Combining the 3rd, 4th, and the 5th terms of the last expression, we obtain:

AL = /O 2w (@) [u (2, T) — u* (2)] Au (2, T) dar + /0 w (@) [Au (2, T)2dat

//{am_ 8;A2U+5Au}wdxdt+/T / 8 Ady b dedt.

m

We have managed to extract the linear with respect to A, part of the Lagrangian
increment. In order to obtain the expression for the derivative of L (-) with respect to
¥¢, we have to eliminate the 1st through the 3rd terms of AL. In order to do that, we
modify the 3rd term of AL by breaking it down into two terms:

2
/ / {am - aa%” + ﬂAu} b dzdt =
0

//BAuwdxdt—f—/ / {aA“—a%}wdxdt.

Applying integration by parts to the second integral, we obtain:

/ / @wddt /0 {O aguwdt}dx_/ol{/odetAu}dx:

/Ol{w(x,T) L (2, T) — 4 (,0) Au(x,0) / —Audt}

According to the initial condition (3), we have:

Au(z,0) =u(x,0) —u(z,0) =p —@=0, z€][0,1].

Therefore, the last equation reduces to

/ /%wd dtf/ Y (x,T) Au:ch:cf/ / Au dzdt. (8)
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As for the second term, we have:

/ / wdxdta/T{/Olwdx%}dt

- dAu (1,1) dAu (0,1) LoAu 0

According to the boundary conditions (2), we have:

0Au(0,1)  du(0,t)  u(0,1)

o == e =0-0=0,
Ofu(l,t) _ou(lt) ou(lt) o o
Ox ox oz

Therefore,

2
/ / aAuwdycdﬁ—oz/ " 0hu aw dz pdt.
0 0 al' &’C

Applying integration by parts the second time, we obtain:

2
/ / aAuz/;d:cdtfa/ {/ ‘%’dm}dt
o Jo 0 o Ox

(T oy (L) aw(Ot

This time, due to arbitrariness of the function 1) (-), we require that

I (L,t) 9 (0,8)
p = =0, tE[0,T]. (9)

We, thus, obtain:
GQA 192
/ / “ Ydadt = / v Au dx (10)
0 0 8392
Taking (8) and (10) into account in AL produces:

AL = /O 2w (@) [u (2, T) — u* (2)] A (, T) dar + /0 w (@) [Au (2, T)2dat

ol 1 T 1oy
—|—/ / —B Y A9, dxdt —|—/ Y (z,T) Au(z,T)dx —/ / ¥ Au dxdt+
T JO 0 0

A A [ﬁw— 821/)} Au dxdt.

By combining the 1st with the 4th terms, and the 5th with the 6th terms, and requiring
that

(2, T) = 2w (z) [u(z,T) —u* (x)], x€]0,1], (11)
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0 9?
pu- oSl =0, wel01], tel0T), (12)

and neglecting the higher-order term

/0 w (z) [Au (2, T))dz,

we obtain the following increment of the Lagrangian:

Tn 1
AL = —/ / B (z,t) AV, dedt.
Tm Y0

Because Aty is constant, we can take it out of the integral sign, thus obtaining:

AL = {/ /Olﬂw(z,t) d:cdt} Ady.

m

Dividing the left- and the right-hand sides of the last equation by A#, and proceeding
to the limit as Ad; — 0, we obtain the expression for the derivative of £ (u,;d) w.r.t.

Vo
L (w,p;9) [T (1
70192 = - /Tm /o B Y (x,t) dadt. (13)

Remark 1. In general, the object’s state at the observed points can belong to the same
zone in disparate time intervals [75,7;41), 7 € {0,1,2,..., M — 1}, ie., the trajectory
of the system may enter and leave the same zone multiple times. In this case, we have
to modify the formula (13) by calculating the definite integral over the combined time

interval
I o= U (755 Tj+1)-

91,825, IN w(Ti)EPiy ig,...in

During which the vector % (7;) belongs to the (41,42, . .., in)th phase parallelepiped under
the current values of the control ¥ and initial condition ¢. The formula (13) should be
modified accordingly:

oL (u, ;) _ _/
I1

1
B Y (x,t) dzdt.
Uy ~ (P20 /0 )

01,00,

Generalizing this formula to all possible states of the initial condition, i.e., covering
the entire set @, we thus prove the following theorem.

Theorem. The components of the gradient of the functional in the problem (1) — (5), in
the space of piecewise constant controls (6) for an arbitrary control ¢ € V are determined
by the formula:

AN

(V¢)

/O B Y (x,t;9, ) dxdt} pa (p)dy,  (14)

1482, iN
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where 1) (x,t;9, @) is the solution of the adjoint problem (9), (11), and (12), corresponding
to the current zonal control.

Using the formulas for the objective functional gradient (14), we can propose the
following iterative algorithm for determining piecewise constant synthesizing controls
based on first-order numerical optimization methods.

Step 1. For the current admissible value of the vector ¢ € V and all possible initial
conditions ¢ € &, we solve the direct initial-and boundary-value problem w.r.t. (1) by
some numerical scheme and the trajectory u (z,t; 9, ¢) is calculated.

Step 2. We find the solution to the adjoint initial-and boundary-value problem
(9), (11), and (12), corresponding to the direct problem’s solution, and the trajectory
Y (z,t;9, ¢) is calculated.

Step 3. We evaluate the components of the gradient of the objective functional by
formulas (14) using any quadrature formula.

Step 4. The new approximation of the control vector is calculated using first-order
finite-dimensional optimization numerical procedures using, for example, the iterative
gradient projection method.

Step 5. If the optimality condition is not met or the iterative process ends (for example,
when A, ~ 0 or |F (9¥F1) — F (9%)|/(1 + |F (9%F1)|) < €, where € is a relatively small
positive quantity), steps 1 — 4 are repeated.

The quality of the control system based on zonal control actions described above
is significantly affected by choice of both the number of zones (5) and their structure.
Namely, an increase in the number of zones due to their refinement can only decrease the
objective functional’s value. So, an increase in the number of zones leads to a situation
when control actions can change their values more often in time, and, therefore, on the
one hand, the robustness of the control system deteriorates, and, on the other hand, this
leads to rapid wear and failure of the actuating mechanisms. Conversely, an increase in
the size of the zones, i.e., a decrease in their number, on the one hand, deteriorates the
controllability of the object, and with a small number of them, the object may become
completely uncontrollable. On the other hand, this increases the objective functional’s
value, i.e., the quality of control deteriorates. Taking these issues into account, the fol-
lowing approach is recommended, in which at first an initial value of L is arbitrarily
selected and some zones (5) are assigned. Having solved the feedback control problem,
we can analyze the computed optimal zonal values of the controls for all neighboring
zones. If the optimizable parameters in any two adjacent zones differ by a sufficiently
small amount, then these adjacent zones can be combined into one, thus reducing the
number L, the number of switchings of the control. If the optimizable parameters in any
two adjacent zones differ significantly, then, on the contrary, each of these adjacent zones
should be divided, for example, into two zones, i.e., increase the number L, and again
solve the feedback control problem. An increase in the number of zones should be carried
out until the objective functional’s value ceases to change (decrease) significantly.

Remark 2. The frequency of observation times 73, j = 0,1,2,..., M, should be such
that while the object’s state belongs to any zone, at least one observation is made. If this
condition is not met, the zones through which the system’s trajectory did not pass under
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all possible initial conditions, as well as the zones through which no state measurements
were carried out, will not be assigned the values of the zonal control parameters.

Remark 3. The main issue with the proposed approach to feedback is the high dimen-
sionality of the optimizable control vector. The optimizable control vector’s dimension
represents a power function with respect to the number L of temperature intervals within
the range [Umin, Umax| of all possible temperature values of the object, and an exponen-
tial function with respect to the number of thermal sensors installed along the length
of the rod. Besides, the number of thermal sources also affects the optimizable control
vector (as a multiplication factor of the term L™). It is known that one of the basic
problems of numerical optimization techniques (of any order) is the computation of op-
timal solutions of high-dimensional objective functions. This is because the optimization
of high-dimensional objective functions is computationally expensive and cost involved,
especially when seeking the global optimal solution. Many parameters characterize these
kinds of problems, and many iterations and arithmetic operations are usually needed for
evaluations of these objective functions. Moreover, the use of simulation models in the
practice of calculating complex computational problems is based on the exact formula-
tion of the optimization problem, because the quality of the employed numerical method
is characterized by many factors: the domain of convergence, the rate of convergence, the
execution time of one iteration, the amount of machine memory required to implement
the method, the class of the problem being solved, etc. Optimization problems also have
a great variety: among them there are smooth and non-smooth problems, problems of
low and high dimensions, ravine type, unimodal and multimodal, etc. It is quite clear
that not the search for a universal method, but a reasonable combination of various
methods will make it possible to solve the set optimization problem with the greatest
efficiency. It is more expedient to manage calculations in an interactive mode, when the
user receives information about the current results in the process of calculations, changes
the parameters of the method, and makes a purposeful and conscious transition from one
optimization method to another [15].

Remark 4. In order to speed up the evaluation of the objective functional in the
posed feedback control problem, under the given value of the control vector, we can
make use of the inherent concurrency present in the form of the objective functional.
Namely, because the evaluation of the objective functional involves the computation of
the definite integral, knowing that the elements of the set @ are independent, we can
efficiently parallelize its computation by assigning to each thread (or process) a specific
element of the set @, and computing the innermost definite integral in (4) with sufficiently
high accuracy. The innermost integration can also be parallelized if we preliminarily slice
the interval [0,1] into several non-overlapping subintervals and computing the definite
integral over all these subintervals concurrently [9]. The same concurrency pattern also
applies to evaluating the gradient of the objective functional by the formula (14). Note
that the solution to both the direct and adjoint initial- and boundary-value problems with
respect to the parabolic type differential equation can be easily parallelized, too, if we
employ an explicit finite difference scheme to their solution [9], [10]. Even if we employ
implicit finite difference schemes to their solution, we will still be able to parallelize
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computations using efficient iterative methods of solution to linear systems with banded
coefficient matrices.

3. Results of Numerical Experiments

Consider the following initial- and boundary-value problem for the parabolic type partial
differential equation:

ou  d%u
EZW”"[U(t)*u(xvt)]v ZG(Ovl)a tE(O,lO],

satisfying the boundary conditions:

ou(0,t)  Ou(l,t)
or Oz

=0, te]o,10],
and initial conditions:
u (z,0) = const € & ={0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9.1.0}, =« € [0,1].

There are two thermal sensors installed at the points & = 0.3 and & = 0.7 of the rod.
These sensors are used to conduct operative observation and input to the control system
of information on the state of the heating process at these points, which is determined
by the vector:

(t) = (ur(t),u2 (t))* = (u(0.3,t),u (0.7, t))*

We assume that it is possible to measure the value of the object’s state at the points
& and & continuously in time. To control the heat conduction process in the rod, we
synthesize a regulator that, based on the results of temperature measurements at the
points &; and &2, would ensure the maintenance of the temperature u (z, T') at the desired
level u* () = 9.0 by regulating the temperature, v (¢), in the heat source. We impose
constraints on the values that the control actions can take:

V={v(t): 0<v(t) <10, t>0};

V represents the set of admissible values of the control v (t). For the considered feedback
control problem, the objective is to minimize the functional

Flv)= / T (0,0)  po () dip, T (v,0) = / @0 [u (2, T; 0, p) — u* ()] d.

0

Based on the results of numerical experiments, the phase state values of the rod were
found to satisfy the inequalities

0<u(z,T;v,0) <10, z€][0,1], te]0,10],

under all possible admissible values of the control, as well as prescribed initial and bound-
ary conditions. Given the partition points

ur = {0,1,2,3,4,5,6,7,8,9,10}, k=1,2,...,11,
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we divide the range of all possible temperature values [0, 10] into 12 temperature intervals:

12
[uminyumax] = U (uk—lauk)a Uy = —00, uUr = +00.

r u@z-f
+

1

1

1

1

1

1

:
I"""9 . PR s e da b : """ PR e o ! ey : """ by ColP e e 2 1
] 1 1 1 1 1 1 1 1 1} 1
16.645 ' 6.434)4.812! 7.678) 6.469 ! 6.385] 9.817! 8,816) 3.983' 9.348)
1] 1 L} 1 1 1 1 1 L} ] 1
it (bbbt AL SRR pem--- il it A it it taliatnd At i
] 1 1 1 1 1 1 1 1 1 1
11.636 |4.660 !2.679!9.986! 3.345! 5.585) 8.747! ©.380! 6.468! 7.902) 4.528! 1.265!
(O IR N I L sl b mm G b m H I A A ;
L] 1 1 1 1 1 1 1 1] 1 1 1
:B.BE? @.455 ! 5.?31: 2.?11: 6.539: 6.328! 2.@89: 4.31@: 5.159: 5.2?2: Q.S?Gi 3.977
s A TINAS RSt T W I I TR A T S
18.714 |@.515:8.833 | 8.366. 7.336, 2.387. 6.466, 9.507, 7.825, 8.114: @.595, 4,886,
LI - F— L SR— $oomn s A——. A Ao 2 A— L A— L S— Aremss L ;

1 ]

1

]

1

1

12.236 |7.553,2.962 | ©.947, 8.792
L] I ]
L] 1

1 ' 1 1
7.991!7.177! 6.958! 8.896'9.518 ! 1.661' 6.549!

13.578 |9.e08 ,3.117 | 8.586, 2.418,6.888, 3.937, 7.934, 3.086, 6.337, 3.2089, 6.358,

] [ i i i i i i i i ] i
i i i i i i i i i

i i
= 1 3 3 4 & § t 3 ) 1 Wou(E,,t)
9.157 | 7.460'8.566!7.438 '1.560 ! 1,315!6.355!5.162 ! 4.544' 6.432!9.911 ! 4.666 !

Fig. 2. Final values of the control actions for all the 144 zones

In the 2-dimensional phase space T (t) € R? of the current measured temperature
values at the points & and & of the rod, we introduce the following 2-dimensional
(zones):

Pil,iQ:{(ﬂlyﬂ2):uis—1Su(gsat;v790)§uis}a is€{1723"'712}3 821327

the total number of which is 144. Let I = (i1,42) denote the 2-dimensional multi-index,
which determines the number of the corresponding parallelepiped. To each phase zone
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there corresponds its constant control value, that is
v(t) =iy, =1 =const, u(t) € Py, =P

For the minimization procedure, initial guess was taken randomly within the range [0, 10].
The initial value of the objective functional is approximately equal to 8.47. After running
the minimization procedure, we obtained the following results: the final value of the
objective functional is approximately equal to 2.61 x 10~%; the final values of the control
actions in all zones are given in the Figure 2.

Graphic 1. For initial condition w(x.0) = 0.1 Graphic 2. For mitial condition uix 0} = 0.2 Graphic 3. For initial condition u(x.0) = (3 Graphic 4. For mitial condition nfx0) = 0.4

=g = N i &
ey e z k. 50 = S
E 2 W 3 f r i 0 T o
Graphic 5 For imtial condition u{x.0) = 0.5:  Graphic 6. For mitial condition uix.0) = 0.6:  Graphic 7, For initial condition u{x.0) =0.7:  Graphic 8. For initial condition u(x.0) = 0.8
- | —
™
" ) .
o ©
W x
n =
E T ; s ——
Graphic 9. For initial condition ux.0) = 0.9: Graphie 10. For intial condition w(x.0) = 1.0

Fig. 3. Progression of the optimality criterion under the optimal control
vector for different initial states

Figure 3 shows the behavior of the optimality criterion:

1
T (0" pt) = / =05 [y (2, 450", ) — u* (o)) e,
0

under the optimal vector v*(¢) for different initial states u (x,0) = ¢ = const.

4. Conclusion

In this work, we have obtained formulas for the gradient of the objective function for the
problem of optimal feedback zonal control of an object described by a system of differen-
tial equations with partial derivatives given inaccurate information on the values of the
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initial conditions of the object. The formulas obtained made it possible to apply first-
order finite-dimensional optimization methods for the numerical solution of the problems
under consideration. It is known that the technical implementation of piecewise-constant
synthesizing functions with sufficiently high accuracy is relatively simple. Therefore, the
proposed approach to solving optimal control synthesis problems can find wide applica-
tion in automated systems and automatic control of systems in the presence of inaccurate
information on the object’s state. The application objects can be many controlled me-
chanical systems, technological processes described by systems of nonlinear differential
equations. Note that the proposed approach can easily be extended to two- and three-
dimensional heat conduction processes.
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